0N

- B
ledge « W
W\
r

.

.

“MOS te

=
£
©
IS

P2 pig - uBisap Jayiidute 0 yoeodde [emdaouod v - UBIS(] SDIUOIIDS[F PRINIDNIIS



Structured Electronics Design

A conceptual approach to amplifier design






Structured Electronics Design

A conceptual approach to amplifier design

m basic design theory

m design of application-specific amplifiers
m in CMOS, Bipolar and BiCMOS technology
m in PCA technology

m using SLiCAP (python) and Spice

m summary of background knowledge

Anton J.M. Montagne



v

© Delft Academic Press / VSSD
1st edition 2018
and edition 2021

© TUDelft Open 2023

3rd edition

ISBN 978-94-6366-712-8 (Ebook)

ISBN 978-94-6366-711-1 (Paperback)

DOIL: https://doi.org/10.59490/t.2023.005

This work is licensed under a
https:/ /creativecommons.org/licenses /by / 4.0/

el

TU Delft OPEN

Keywords: electronics, design


https://creativecommons.org/licenses/by/4.0/

Scientific theories deal with concepts, never with reality. All theoretical
results are derived from certain axioms by deductive logic. In physical sci-
ences the theories are so formulated as to correspond in some useful sense
to the real world, whatever that may mean. However, this correspondence
is approximate, and the physical justification of all theoretical conclusions is
based on some form of inductive reasoning.

A. Papoulis [Papoulis1965]*

To Ernst Nordholt

* Athanasios Papoulis. Probability Random
Variables and Stochastic Processes. McGraw-
Hill, New York, 1965
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Preface

Structured Electronics Design

Structured Electronics Design offers strategies, methods, and techniques
for electronic circuit design.

The complexity of analog electronics

Many people consider analog electronic circuit design complex. This is be-
cause designers can achieve the desired performance of a circuit in many
ways. Together, theoretical concepts, circuit topologies, electronic devices,
their operating conditions, and the system’s physical construction constitute
an enormous design space in which it is easy to get lost. For this reason,
analog electronics often is regarded as an art rather than a solid discipline.

Experienced designers and intuitive design

At first glance, there doesn’t seem to be a straightforward way to design ana-
log circuits. In daily practice, experienced designers intuitively use all these
degrees of freedom to modify and combine known solutions into new ones.
However, intuition is knowledge of which the origin has become unclear. It
results from a personal internalization process and cannot be shared with
novices who have yet to acquire this knowledge. Therefore, intuition cannot
and should not be a basis for design education.

The design of electronic circuits can be taught, shared, and understood if
presented in a structured way with a distinct formulation of design goals,
strategies, methods, and techniques. Moreover, it requires a clear distinction
between theoretical concepts and their physical implementations.

Structured Electronics Design

Rather than taking numerous existing circuits as a starting point, it is much
more effective to start a new design with a clear understanding of

[

. The application and its environment
2. The required functionality

. The implementation technology and physical operating mechanisms

(e8]

4. Theoretical concepts, design strategies, methods, and techniques

All of this needs to be combined to achieve an acceptable performance-cost
ratio.

Structured Electronics Design is a systems engineering approach to the de-
sign of analog electronics. It places analog electronics design in the perspec-
tive of information processing and provides a top-down design method with
a bottom-up awareness. The hierarchical design process has a similar struc-
ture at each hierarchical level.

Important questions driving the design process are

1. How is the information present in the electrical signals?

XVII
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*also: materializing.

2. Which physical signals present in the application environment may de-
grade the quality of the signal processing?

3. In which way and to what extent is the application sensitive to all kinds
of information processing errors?

4. Which physical operating principles exist for implementing® the infor-
mation processing functions, and to what extent are they available in the
desired technology?

5. Do the fundamental physical limitations of information processing and
technological or economic limitations cause unacceptable design risks?

6. Which design methods and techniques are available to maximize the per-
formance to costs ratio of the design?

The first three questions emphasize the top-down approach, the next two
illustrate bottom-up awareness, and the last shows the conceptual design
approach.

Structured Electronics Design

1. Defines a step-by-step design process based on the above questions, and
indicates which *design question* is answered at each design step.

2. Properly orders and orthogonalizes the design steps, based on solid prin-
ciples from physics, signal processing, control theory, and network theory.

3. Helps circuit designers efficiently and effectively obtain the desired per-
formance to costs ratio.

4. Provides a solid foundation for circuit design education and automation.

5. Has been developed and educated since the 1980s at the Delft University
of Technology.

About the author

Anton Montagne (Leiden, 1953) received his master’s degree in electrical en-
gineering in 1984 at the Delft University of Technology. In 1983, he joined
Philips Semiconductors in Nijmegen where he designed analog integrated
circuits for audio and video applications. At Philips, he also set up training
courses on analog electronics. In 1986, he cofounded the product develop-
ment company Product Partners where he carried out many analog designs
in the field of instrumentation. In 1989, together with Catena Microelectron-
ics, Delft University of Technology, and the Institute of Microelectronics in
Stuttgart, he cooperated in the development of an intensive training course,
covering many topics of analog information processing. Since 1997, he has
worked as an independent consultant, trainer, and designer in the field of
analog electronics. Over the past 38 years, he developed analog electronics
for instrumentation and communication systems for the industry and carried
out many training courses on analog electronics at, amongst others, Catena
Microelectronics, Philips Semiconductors, Philips Medical Systems, NXP, Er-
icsson, Plessey, Texas Instruments, ASML, TNO, Bruco IC design, 3T, Carl
Zeiss SMT, TMC and ASMPT.

Anton Montagne is the inventor and coinventor of patents in the fields of
position sensors, imaging, charge-coupled devices, and high-stability crystal
oscillators.

Since 2016 Anton Montagne is coaching students and giving lectures and
masterclasses "Structured Electronics Design" at the Delft University of Tech-
nology.
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2 INTRODUCTION

* L. De Forest. Wireless Telegraphy, Januari
1907

2 The intentional behavior is also referred
to as: the ideal behavior, or the conceptual
behavior.

3 EMI: Electromagnetic interference can be
considered as noise.

1.1 Electronics

The invention of the Audion by De Forest, patent [Forest1igoy]', can be re-
garded as the birth of electronics. Since then, around the world, thousands
of amateurs, scientists, and engineers have contributed to its development.
Nowadays, concepts developed in the first decennia of its existence are con-
tinuously being adapted for application to new technologies, while new ones
are still being developed.

1.1.1 Analog Electronics

Although signal processing is mainly implemented digitally nowadays, ana-
log electronics still play a significant role in all kinds of electronic equipment.
On the one hand, fast digital processing and strict EMC requirements require
knowledge about the continuous nature of electrical signals. On the other
hand, interfacing with sensors, actuators, transmission lines, or communica-
tion channels often requires information embedded in analog or multilevel
digital signals.

Electronics deals with the manipulation of electrical currents with nonlinear
electrical devices. According to this definition, electronics does not deal with
the meaning of electrical signals. However, when designing electronic cir-
cuits, one cannot ignore their information processing tasks. This is a conse-
quence of the fundamental physical and technological limitations of informa-
tion processing;:

The amount of information that can be processed by any physical system is
limited. This is due to the addition of noise, the limited availability of power and
the limitation of the rate of change of signals.

In addition, the physical principles for the implementation of information
processing functions are usually imperfect and contribute to information pro-
cessing errors. For example, the nonlinear behavior of semiconductor devices
and vacuum tubes introduces technology-dependent errors into intended lin-
ear systems.

Hence, we first need definitions for the intentional behavior of information
processing systems.*> Secondly, we need knowledge about the manifestation
of information processing errors due to physical and technological limita-
tions. These manifestations depend on how the information is present in the
signal. For example, binary digital signals will be less sensitive to nonlinear-
ity than multi-valued digital signals or analog signals.

Usually, information processing happens in an environment where differ-
ent noise sources adversely affect the signal quality.

Another aspect of information processing is its costs. Electronic informa-
tion processing requires matter, space, and electrical energy. It also contami-
nates its environment with temperature rise and EMIL3

Apparently, during the design of electronic information processing sys-
tems, the designer has to deal with many aspects.

At first glance, there does not seem to be a straightforward way to design
such systems. However, the complexity of its design is not unique for analog
electronics. Designing cars, airplanes, production equipment, test equipment,
and many other modern products is highly complex. Proper structuring of
complex design processes is a proven key to their success!
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1.1.2 Structured design

There exists considerable literature about structured design methods. It is
suggested that interested readers study systems engineering, for example [Blan-
chardEA1998]* and [KossiakoffEA2003]>. Particularly those who fear a con-
flict between creativity and structured design methods are encouraged to
read [Terninko1998]° and [Altshulleriggg]” about TRIZ, a Russian acronym
for Theory of Inventive Problem Solving. TRIZ is a generalized design theory
that offers discipline and technology-independent design methods and tech-
niques.

In this book, we will present a structured approach to the design of nega-
tive feedback amplifiers, based on clear concepts from systems engineering,
information processing, network theory and control theory. The design ap-
proach is also inspired by TRIZ.

This book elaborates the work presented in [Nordholt1983]® and the work
presented in [Verhoeven2003]9. It uses SLICAP for deriving and solving
design equations.’® By doing so, it provides a solid basis for (partial) au-
tomation of amplifier design.

1.1.3 This chapter

In this chapter, we will introduce and define the basic concepts of Structured
Electronics Design. In section 1.2, we will summarize basic concepts and tech-
niques from Systems Engineering, and in section 1.3, we will review some
concepts from electronic information processing. In section 1.4, we will com-
bine these concepts and techniques and outline the principles of Structured
Electronics Design. In section 1.5, we will summarize what you will know af-
ter studying this book, briefly discuss its contents, and suggest how it can be
organized in courses.

1.2 Selected topics from systems engineering

In essence, Structured Electronics Design is a systems engineering approach to
analog electronics design. There exist many different definitions of systems
engineering, the one below is taken from https://en.wikipedia.org/wiki/
Systems_engineering:

Systems engineering is an interdisciplinary field of engineering and engi-
neering management that focuses on how to design, integrate, and manage
complex systems over their life cycles. At its core, systems engineering utilizes
systems thinking principles to organize this body of knowledge. The individual
outcome of such efforts, an engineered system, can be defined as a combina-
tion of components that work in synergy to collectively perform a useful function.

In this section, we will briefly summarize some topics from systems en-
gineering. In section 1.2.1, we will introduce some basic concepts, such as
innovation, development, research, the invention, the product life cycle, the
hierarchical organization of the design process, and the idea of considering a
design process from a risk management point of view.

In section 1.2.2 we will present a basic design process that can be used at
any hierarchical level of the design.

All sub-processes of this design process result in various kinds of data.
Design documents are views upon this data, captured over time. In section
1.2.3, we will describe these results in more detail.

4Benjamin S. Blanchard and Wolter J.
Fabrycky. Systems engineering and analysis.
Prentice-Hall, Inc, New York, 1981. ISBN:
013-135047-1

5 Alexander Kossiakoff and William N.
Sweet. Systems engineering principles and
practice. John Wiley and Sons, Inc., New
Jersey, 2003. ISBN: 0-471-23443-5

¢ Terninko et al. Systematic Innovation, An
introduction to TRIZ. CRC Press LLC, USA,
1998

7 Altshuller. The Innovation Algorithm, TRIZ,
systematic innovation and technical creativity,
Translated by Lev Shulyak and Steven Rodman.
Technical Innovation Center, Inc., USA,
1999. ISBN: 0-9640740-4-4

8 Ernst H. Nordholt. Design of High-
Performance Negative Feedback Amplifiers.
Delft Academic Press / VSSD, 1 edition,
1983-2006. ISBN: 9789040712470

9 C.J.M. Verhoeven, A. van Staveren, G.L.E.
Monna, M.H.L. Kouwenhoven and E.
Yildiz. Structured Electronic Design. Kluwer
Academic Publishers, Boston - Dordrecht -
London, 2003. ISBN: 1-4020-7590-1

** SL1ICAP; Symbolic Linear Circuit
Analysis Program, written by the author
(free, open-source, Python-based).
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1.2.1 Basic concepts
Innovation

Innovation can be defined as a process in which the implementation of new
ideas results in new markets, new technologies or new products.

Product, market and technology development

Mature companies innovate by developing only one of these three at a time:

* Market development:

Development of new markets for existing product-technology combina-
tions

¢ Technology development:

Development of new technologies for existing product-market combina-
tions

¢ Product development:

Development of new products for existing market-technology combina-
tions

Simultaneous development of combinations of the above is called diver-
sification. Diversification is considered risky. In practice, it has a very low
success rate.

Innovation plans are often presented in road maps. Such maps illustrate
the successive development of products, markets, and technologies over time.

Research

Research is a process in which one acquires knowledge about something. It
must be separated from innovation. Knowledge about products, markets,
and technologies, is the basis for their development, and missing knowledge
must be identified and acquired before starting a development that needs it.

The invention

The innovation process in start-ups usually differs from that in mature com-
panies. The latter ones have a well-defined product-market-technology port-
folio and innovate by improving or extending products, markets, or technolo-
gies. Start-ups often start with a basic idea based on a discovery or an in-
vention, while they don’t yet have a well-defined product-market-technology
portfolio. The source of the invention can be a dream, an annoyance, some-
thing that somehow pops up in the mind of an engineer, but in many cases
also: the result of a structured design process!

Product life-cycle processes

In this book, we confine ourselves to the design of application-specific am-
plifiers. One important aspect is to determine the requirements of such am-
plifiers. In general, the product requirements follow from the interests of the
stakeholders of the product life cycle processes. Figure 1.1 shows an IDEFo
model of the product life cycle processes.

The IDEFo drawing convention for processes is shown in Figure 1.2. A
process, is a collection of activities that generates output (right) from its input
(left). The process is controlled by its control input (top), and the activities
are based on resources, methods, or mechanisms (bottom); see https://www.
idef.com/.


https://www.idef.com/
https://www.idef.com/

1.2. SELECTED TOPICS FROM SYSTEMS ENGINEERING 5

+ use data

. specific customer need customer
customer Marketing > P> Satisfaction
needs Development Use

l installation / service / maintenance data customer
\ A ) dissatisfaction
j sales / distribution data
product Design —> use dIaAta;1 g Y
) —3» demolishment data :
requirements . Installation L__J demolishment data
production / test Service and raw
packaging data . * material
Maintenance parts
; Manufacturing .
raw material Sales and C waste
ollection and
parts  —— Test —> Distribution A > Demolishment [ >
sub assemblies Packaging P
The life cycle processes shown in Figure 1.1 are: Figure 1.1: IDEFo product life cycle process

model. The viewpoint of this model is the

1. Marketing data that needs to be generated during

design.

2. Design
3. Manufacturing/test/packaging
4. Sales and distribution
5. Installation service and maintenance

*control
6. Use

input Proc¢SS: output
7. Collection and demolishment —> collection of
activities
The viewpoint of the model from Figure 1.1 is the data to be generated R

during the design process. The figure clearly shows that during the design mechanism

process, data is generated for almost all other life cycle processes. Therefore, .
the stakeholders of almost all life cycle processes contribute to the product —Figure 1.2: Business process model accord-
) : ing to the IDEFo standard.
requirements in one way or another.
Fortunately, many of their requirements are covered by regulations and
standards. Standardization of components, materials, production methods,
and many other aspects enable a short time-to-market and facilitate global
mass production.

Hierarchically organized design processes

In general, engineers solve complex problems by breaking them down into
less complex. In this way, they create a hierarchical structure in which the
level of detailing increases at each level of hierarchy. This process ends when
all product parts can be purchased or manufactured. Hence, designing is a
top-down, hierarchically structured process.

The materialization of the design, however, proceeds bottom-up. Hierar-
chical levels in this phase correspond with those in the design phase. This
way of working makes it possible to perform predefined integration tests of
physical (sub)systems at each hierarchical level.

A design process with an identical structure at each hierarchical level fa-
cilitates the management of design projects. In section 1.2.2 we will present
such a design process.

Risk management

We have seen that the design of a product is a top-down process, while its
materialization is a bottom-up process. As a result, the feasibility of a product
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" Don’t let them unresolved so they appear
at the next hierarchical level.

* Low-hanging fruit may not be consumed
first.

is proven only when all components and parts can be purchased or manu-
factured. Therefore, potential design risks may not manifest themselves until
the end of the design process. This, of course, is unacceptable because it
causes loops in the design process.

There are several ways to avoid design loops resulting from unforeseen
risks:

1. Keep the innovation level low:

(a) Separate research from development
(b) Avoid diversification

(c) Identify and justify assumptions

2. Start design projects with a risk analysis
3. Solve design risks at the hierarchical level of their appearance.™*

From the above, it is clear that product development can be regarded as
risk management. Risks, with the greatest product of their assumed proba-
bility of occurrence and their assumed impact, should always be addressed
first.

From a risk management point of view, one should not start a design
detailing familiar parts of the product. Design risks that will manifest them-
selves later while designing the unfamiliar parts may force the designer to
reconsider the entire structure of the product. As a result, requirements of
these previously detailed parts may change drastically, or worse, these parts
may no longer be required.'?

Show stoppers

In this book, we will pay attention to the early identification of show stoppers.

A show stopper is something that stops or could stop the progress of the
design process, such as a performance-cost ratio that cannot be achieved.

Experienced designers are often intuitively aware of the consequences of
economic and technological constraints on the design. Therefore they usually
intuitively account for them at an early stage of the design process. A novice
designer, who is not yet fully aware of the impact of such limitations, may
encounter a show stopper for a design proposal at a later stage and may then
be forced to reconsider the earlier selection of this proposal.

In general, design risks increase with increasing levels of innovation. Con-
ducting research is the way to reduce those risks.

Figure Of Merit (FOM)

Throughout the design process, designers need to select the most promis-
ing solution from a set of possible solutions. Such selections are generally
based on the performance-cost ratio of the different solutions. A Figure Of
Merit (FOM) is the most compact way to represent the performance-cost ra-
tio. It is the ratio of the weighted product of the performance parameters and
the weighted product of the cost factors of a solution:

M — product of weighted performance measures

FO product of weighted cost factors

(1.1)
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1.2.2 Basic design process

In this section, we will introduce a basic design process to be used at any
hierarchical level. The underlying idea is to consider the product itself, as
well as all of its parts, as objects. These objects or combinations thereof
perform functions in a physical environment and at the expense of resources,
such as matter, energy, time, and space.

This basic design process is depicted in Figure 1.3. It consists of a series
of activities that together define a composition of objects that fulfills the re-
quirements of the main object. The output at the lowest hierarchical level is
purchase or production data for the object. At higher levels, the outputs are
initial object performance requirement specifications of subsystems. These
initial specifications are the inputs at the next hierarchical level. The input at
the highest hierarchical level, is the initial specification of the product.

Engineering
characteristics

Initial
specification

OPS: Object Performance Specification
OTS: Object Test Specification

ODS: Object Design Specification
OTR: Object Test Results

Analysis results

Interpretation: >

setting up the Design

OPS and OTS - data

Generation of
. functional
Functional .
- decompositions -
requirements Generation of
. Performance
. physical .
Functional . analysis
X compositions
. design
Design -
e proposals Physical
design Weighted
Design proposals physical
data design
Design proposals
data

Di;sign
data

Design
data

Specification:
setting up the
ODS and OTR

Most
promising
solution

The different activities of this basic design process are elucidated below.

Figure 1.3: This Functional Flow Block
Diagram shows the basic object design
process applied at any hierarchical level of

Object Performance Specification (OPS) and Object Test Specification (OTS) the design process.

The first activity in the basic design process is the translation of the incoming
initial specification into an Object Performance Specification (OPS) and an
Object Test Specification (OTS). The OPS contains a variety of requirements
and conditions arising from life cycle processes. The OTS specifies the test
methods for these requirements. Below is a list of topics that are included in
the OPS.

1. Functional requirements

Specification of the functions that have to be performed by the object.

2. Reliability requirements

Specification of the required reliability level of the performance. This is
usually expressed in parameters, such as MTTF: mean time to failure,
MTTR: mean time to repair, MTBF: mean time between failures, etc.

Failure Mode Effect Analysis (see: [McDermottEA1996]'3) can be used to
specify the probability of occurrence, the detectability, and the action to be
taken at specific failure modes.

Reliability requirements can be accounted for in the FOM by defining
them as performance parameters.

3. Safety requirements
Specification of the required safety level of the performance. This is
usually done by referring to applicable safety standards.
Like reliability requirements, safety requirements can be accounted for
in the FOM by defining them as performance parameters.

3 Robin E. McDermott, Raymond J. Miku-
lak, Michael R. Beauregard. The basics of
FMEA. Productivity Inc., Portland, USA,
1996. ISBN: 0-527-76320-9
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4.

Performance requirements
Specification of the required quality level of the performance. This is
done by defining the desired values of performance parameters.

The Object Performance Specification

1. Introduction

1.1. Primary function 1.2. Application description 1.3. Overview of functions and interfaces
A description of the main function of the product. A description of the way in which the product should be applied. A block diagram of the functions and interfaces that should be
- External equipment that has to be used included.
H - Interaction with its environment These functions and interfaces (ports) will be described in more
2. Overall requlrements - etc. detail in a separate section of the document.
2.1. Environmental Life-cycle process
conditions Manufacturing Testing Certification Transport Storage Installation Operation Service Demolishment
Temperature
Shock
Vibration
Humidity

Air pressure
Cleanroom standard
Optical

ESD

EMI

whatever is relevant | during any of the life-cycle processes

Give values or refer to standards

2.2. Reliability MTTD MTTR MTTF
diagnose repair normal operation
MTBF

2.3. Safety 2.3.1. Human safety 2.3.2. Product safety 2.3.3. FMEA: Failure Mode Effect Analysis 2.3.4. Single-point failure:

- Injury - Short circuit protection ~ RPN: Risk Priority Number > 300 Critical - Failure does not propagate (cause more failures)

- Accessibility - Overload vy s CEEED 2 BEeaiEn < 125 No action required - Failure does not cause a hazardous situation

- Fire - Over voltage Y

- Polution - Mechanical damage S =1..10: 1: no problem, 10: dangerous

Refer to standards: O =1...10: 1: never, 10: very often

. UL D =1 ...10: 1: sure, 10: impossible

2.4. Cost factors
Life-cycle process Design Manufacturing Testing Certification Transport Storage Installation Operation Service Demolishment

2.4.1. Methods
2.4.2. Means

Methods/tools required | during any of the life-cycle processes Give values or refer to standards Examples: Test tools, IPC standards, PCB classes, tools for reparing and servics, etc.

2.4.3. Dimensions Dimensions of the product, referring to a mechanical drawing

2.4.4. Mass Mass of the product

2.4.5. Output to the environment - Power dissipation

Might be relevant during - Emission (EMI, light, radiation, etc.)

different life-cycle processes - Waste

2.4.6. Price Target cost price of the product

w

- Connectors
- Mounting holes

- Other interfaces to the environment, such as , optical indicators

3.2. Description of physical interfaces

Physical interface requirements
3.1. Mechanical drawing with physical interfaces

4. Power supply requirements

Description of the required power suppl(y)(ies)
- Voltage range

- Noise and ripple voltage

- Over voltage

- Source/sink current rating

- Short circuit current

- Isolation voltage w.r.t. safety ground

- Additional requirements

5. Functional requirements
Functions that are listed in the introduction will be described in separate sub sections.
5.x. Specification of function x

3.2.1. Description of the connectors 3.2.2. Description of display/indicators 5.x.1. Description of the function
- Type - LED indicators

- Part number - Displays
- BCB mount / panel mount
- Description of the pins

N - Jumpers
i E:::Zer - DIP switches
" - Whatever is relevant
- Schematic reference RefDes
- Signal type

3.3. Grounding and shielding concept

Drawing and description of the way of interconnection of
the signal reference, the shields and the safety ground
with other system parts.

Figure 1.4: Example of a structure of an
object performance specification of a
Printed Circuit Board Assembly (PCA).

3.2.3. Description of other interfaces

- A diagram with text explaining the desired behavior of the function.

- Expressions for input-output relations of the function or of sub functions

- Performance measures and test methods with pass/fail criteria of the function
or of sub functions

5.x.2. Interfaces connected to this function

5.x.2.x. Different interfaces can be described in separate sub sections
- References to interfaces to this function that have been described in (3).
- Specification of the signals to these interfaces:
- Voltage / current / impedance / noise level / bandwidth / rise time / fall time /
equivalent network / test conditions
- For indicator use specific descriptions:
LED: color, display: rows / columns / menu, etc

Environmental conditions

Specification of operating conditions. These are the conditions under
which the object must perform its function with the specified quality,
safety, and reliability.

If relevant, environmental conditions during other life cycle processes,
such as storage and transport should also be specified.

Resources
Specification of resources (also called cost factors) that are needed or
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available during the different life cycle processes. Operational resources
are those necessary for the operation of the product. Examples are matter,
time, and space.

Sometimes, the means or the lack of means during other life-cycle pro-
cesses also must be specified.

7. Interaction with the environment
Every physical product influences its environment. Examples of such
influences are temperature rise and pollution. Allowed and forbidden in-
fluences have to be specified.

8. Interfacing with the environment
Specification of interfaces with other products and operators, such as
mechanical interfaces, electrical interfaces, and user interfaces.

The collective noun for all measurable quantities from 2-8 is: engineering
characteristics (see Figure 1.3).

Generation of functional decompositions

As stated before, engineers solve complex problems by breaking them down
into less complex. This way of working results in the presented hierarchical
design method. Functional decomposition is a collective term for techniques
that create a set of sub-functions that together perform the complete func-
tionality of an object. Functional decomposition techniques are numerous.
Brainstorming sessions, literature study, patent study, or techniques, such as
Objectives Tree Analysis as described by Cross [Cross1989]™4, can all be used *#Nigel Cross. Engineering Design Methods,

for this purpose. Strategies for Product Design. John Wiley
& Sons Ltd., England, 1989. ISBN: 0-471-

94228-6
Generation of physical compositions

The functions defined during functional decomposition must be performed
by physical objects. The first step is to find a physical mechanism or operating
principle to perform the function. This mechanism must then be embodied
in a physical system that consists of objects realized in some technology and
supplied with energy.

Performance analysis and selection

To determine the FOM of the different solutions, the designer must analyze
their performance parameters and cost factors. Such analyses can be carried
out through modeling and computer-aided symbolic and/or numerical anal-
ysis. If necessary, these analyses can be supported by testing and measuring
the performance and costs of so-called functional models. A functional model,
or Fumo for short, is a physical model of an object that contains only the parts
needed to determine specific performance aspects or cost factors. In this way,
a Fumo differs from a prototype, which is a fully manufactured object that is
used for the evaluation of performance and cost.
After the designer has a complete picture of the performance and the costs
of all design proposals, the most promising one™ is selected for further en- s The one with the best performance-cost
gineering. ratio.

Object Design Specification (ODS) and Object Test Results (OTS)

The Object Design Specification is a report that summarizes the object’s de-
sign process. It discusses the functional decomposition, possible physical
implementations, the performance and cost analysis, the figure of merit, and
the considerations regarding the selection of the design proposal.

The Object Test Results gives the results of the tests defined in the Object
Test Specification.
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Figure 1.5: Architecture of a data acquisi-
tion system.

1.2.3 Design data and documents

Throughout the design process, all kinds of data are generated. Examples
are:

¢ Calculations

e Simulation models

e Technical drawings and schematics
e Purchase data

e Production data

° etc.

Parts of this data often need to be included or elucidated in documents,
such as the Object Performance Specification and the Object Design Specifi-
cation. Documents can be considered a specific view on the design data at
some moment. These documents are intended for project management, and
for securing the acquired knowledge.

1.3 Electronic information processing

The structured design approach presented in this book puts the design of
analog electronics in the perspective of information processing. To fully ap-
preciate this approach, one must first understand some basic concepts from
information processing.

Information processing systems

Figure 1.5 shows the architecture of a simple information processing system.
The information processing system processes the information acquired by
some source and passes the results to an observer. All takes place in an
environment in which noise is present.

noise noise noise

- L= Lt

source | g electronic signal processing system - observer

noise noise

In the above description, we used some terms that need further explana-
tion:

e What is a signal?
e What is data?
¢ What is information?

e What is noise?

Figure 1.6 shows a more complex situation. The system depicted in this
figure also controls the process. Hereto, it provides control signals to actua-
tors that influence the progress of the process.



1.3. ELECTRONIC INFORMATION PROCESSING 11

noise noise noise

- <= L5

sensor(s) —3m electronic signal processing system —3m actuator(s)

noise noise

<~ <~

acquired signal(s) excitation(s)
process under control

In the section 1.3.1, we will define important concepts from information

processing.

In section 1.3.2 we will show that the amount of information that can be

processed by a physical system is limited, and introduce the fundamental
physical, technological and economical limitations.

1.3.1 Basic concepts

Signal

A signal is a physical quantity that contains meaningful data. In electronic
systems, we use electrical signals: the time-varying values of electrical
current or electrical voltage.

Data

Data comes from the Latin word datum, which means: something given.
Here, data are properties or details of the signal that may contain informa-
tion.

Information

Information is the meaning of the data. One could say: if the data provides
an answer to a question, it contains information.

Interpretation

Interpretation is the process of extracting the information from the data.

Environment

The environment is the total of surroundings in which this all takes place.
Each environment imposes specific limitations to environmental condi-
tions, such as temperature, shock, vibration, humidity, sensitivity to radi-
ation of any kind, etc.

Noise

Noise is a physical quantity whose data is meaningless. If added to a
signal, it compromises the retrieval of the information from the signals.
Noise can be of any kind: thermal, optical, acoustic, electromagnetic, etc.

Interference

Interference is considered noise of which specific properties are known.
This knowledge can be used to compensate for the adverse effects of inter-
ference on the retrieval of information.

Figure 1.6: Architecture of a system that
acquires information from a process,
processes the information, and controls the
process.
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6 Claude E. Shannon and Warren Weaver.
The Mathematical Theory of Communication.
The University of Illinois Press, Ubana, 1

edition, 1963. ISBN: 0-88179-205-5

¢ Signal source

The signal source provides a signal.

e Observer

The observer is the device or the person that needs the information.

¢ Excitation
Excitation is a signal with specific properties that lets a process generate
responses that provide information about the process.

¢ Transducer
A transducer is a device that transfers the signal from one physical domain
to another.

¢ Sensor

A sensor is a transducer that converts a non-electrical signal into an elec-
trical signal.

e Actuator

An actuator is a transducer that converts an electrical signal into a non-
electrical signal.

1.3.2 Limitations of information processing

The amount of information that can be processed by a physical system is
limited. We will distinguish fundamental physical, technological and eco-
nomical limitations.

Fundamental physical limitations

According to Shannon [ShannonWeaver1963]' the amount of information
processing errors can be arbitrarily low if the amount of information trans-
ported over a linear channel, perturbed by white noise is limited to the Chan-
nel Capacity C:

(1.2)

where B [Hz] is the bandwidth of the channel, P [W] the signal power, and
N [W] the noise power. Any physical system adds noise and suffers from
power and speed limitations. Hence, the addition of noise, the limitation
of the signal power, and the limitation of the rate of change of signals are
regarded as fundamental physical limitations of information processing.

P .
C=Blog2%N {l%ts} ,

Technological limitations

The technology not only determines the strength of the above fundamental
physical limitations. It also introduces processing errors that result from the
non-ideal implementation of the physical operating mechanism. An example
is the distortion of a signal in amplifiers due to their non-linear behavior.

Economical limitations

A shortage of the required resources, such as matter, energy, time, and space,
can also lead to errors in information processing. Like technological limita-
tions, they determine the strength of the manifestation of the fundamental
physical limitations.
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1.4 Structured Electronics Design

In sections 1.2 and 1.3, we have summarized topics from systems engineering
and information processing. Together with statistical signal processing, con-
trol theory and network theory, these disciplines are the basis for Structured
Electronics Design.

The idea behind Structured Electronics Design is the creation of a design lan-
guage. In the next section, we will give an outline of such a design language.

1.4.1 Outline of the design language

Like any language, the design language must have a set of words and rules'7,
and we want to create an unlimited amount of stories using only relatively
small sets of words and rules. The stories we want to write with the design
language are electronic information processing systems.

The words of the design language are the so-called basic functions. We
state:

The functional behavior of any electronic information processing system can
be obtained from a combination of basic functions.

The materialization of a function in an object requires the implementation
of one or more physical operating principles in some technology. Therefore,
physical operating principles are part of the grammar of the design language.

Due to the physical, technological, and economic limitations, the perfor-
mance of these objects may be insufficient or the cost to achieve their desired
performance may be too high. The application of techniques and methods
from network theory, control theory, and statistical signal processing can im-
prove the performance-cost ratio. Hence, these so-called error reduction tech-
niques are also part of the grammar of the design language. Application of
error reduction techniques changes the functionality or optimizes the imple-
mentation of one or more operating principles.

We now have the design language with its words and its grammar:

With relatively small sets of basic functions, physical principles, and error re-
duction techniques, we can create an unlimited amount of information processing
systems.

Figure 1.7 illustrates the design of a physical composition from a functional
decomposition.

At this moment, the above may sound rather abstract, and the concepts
introduced require further explanation. In section 1.4.2, we will introduce a
set of basic functions and discuss their materialization in basic objects. Ma-
terialization or implementation is the application of one or more physical
operating principles in available technologies. In electronic systems, the im-
plementation of functions is based upon operating mechanisms of electronic
devices.

The reader is assumed to be familiar with elementary physical principles
from electrostatics and electrodynamics. The operation of semiconductor de-
vices is summarized in Chapter 4.

In section 1.4.3 we will summarize important performance aspects and
costs factors of electronic information processing systems and give examples
of Figures Of Merits.

In section 1.4.4, we will give some examples of error reduction techniques.
In this book, we will apply:

1. Balancing techniques

2. Negative feedback techniques

7 The grammar of the language.

functional Generation of physical
design physical design
proposal composition proposal

operating error-
principles reduction
in available techniques
technologies

Figure 1.7: Generation of a physical com-
position from a functional decomposition
according to Structured Electronics Design.
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3. Frequency compensation techniques

In the concluding section 1.4.5 we will discuss the differences between
Structured Electronics Design and the traditional approach to the design of
electronics.

1.4.2 Basic functions and basic objects
Top-down definition of basic functions

One way of defining basic functions is to consider elementary mathematical
operations required for information processing. Information processing deals
with performing operations on time-varying physical quantities.

Below, is a list with basic information processing and reference functions
for the functional decomposition of information processing systems:

1. Addition of signals

2. Subtraction of signals

3. Multiplication of signals
4. Integration of signals

5. Differentiation of signals

6. Selection of signals

Mathematical selection is simply comparing two variables. The physical
nature of the variables is not of interest. From the viewpoint of informa-
tion processing, it is useful to distinguish comparison in different physical
domains:

(a) Selecting of signal levels
(b) Selecting of signal frequencies
(c) Selecting of signal time intervals

(d) Selection of signal locations

Selecting also requires a reference, which brings up the group of basic
references:

7. References

(a) Level reference
(b) Frequency reference
(c) Time reference

(d) Location reference

8. Shifting of signals

Mathematically shifting of a signal is adding a constant to it. From the
viewpoint of information processing, the physical domain is of interest:

(a) Level shift (adding a constant)
(b) Frequency shift (modulation)
(c) Time-shift (memorization)

(d) Location shift (transportation)



1.4. STRUCTURED ELECTRONICS DESIGN

9. Change the power of a signal

In the context of information processing, it is also meaningful to consider
the two types of variables associated with physical signals: across variables
and through variables. Examples of across variables are voltage, force, and
pressure. Examples of through variables are current, velocity, and flow.
The product of an across variable and its associated through variable at
a certain time instant is the instantaneous signal power. The ratio of an
across variable and its associated across variable shows a relation with the
impedance of the signal source or load. For maximum power transfer from
a source to a load, the load impedance needs to be the complex conjugate
of the source impedance. The maximum power that can be delivered by a
signal source is called the available power of that source.

Basic functions related to the power transfer are:

(a) Impedance transformation (optimization of power transfer)
(b) Attenuation (reducing the available power)

(c) Amplification (increasing the available power)

10. Solving

Solving an equation is considered an essential mathematical operation of-
ten applied in control theory. In network theory, the nullor provides this
function. A nullor consists of a nullator and a norator. The nullator sets a
condition and a norator that provides the dependent variable to be solved.

The set of functions listed above is not a minimum set of orthogonal func-
tions. As an example, consider frequency shift. This function can be resolved
in multiplication of the signal with a frequency reference'® and selection in
the frequency domain. Another example is the level shift. This function can
be replaced with addition and a level reference.

Bottom-up definition of basic functions

A basic object is a physical implementation or the materialization of a basic
function. There exists not necessarily a one-to-one mapping of basic func-
tions onto basic objects. The materialization of basic functions in basic ob-
jects strongly depends on the physical operating principles in the available
technologies. Moreover, a physical operation principle in some technology
may contribute an attractive function not listed above. Bipolar transistors, for
example, exhibit an exponential relation between their base-emitter voltage
and their collector current. This relation holds over many decades. Resolv-
ing the functionality of a system into exp(x) functions may then result in
a straightforward mapping of the functional decomposition on the physical
composition in bipolar technology. For example, the design of integrated
circuit analog multipliers is based upon the application of the exponential
function and its inverse. In this example, multiplication is decomposed into
lin-log conversion, addition, and lin-exp conversion.

Implementation of basic functions in basic objects

There are many ways to materialize basic functions. As an example, con-
sider the implementation of impedance transformation. Both transformers
and impedance matching networks can be used for this purpose. These two
implementations use different operating principles. A transformer uses the
principle of electromagnetic induction, while the operation of a matching
network is based upon resonance.

Another example is the selection of time intervals. This function requires
a switch. Switches can be realized with nonlinear electronic devices or with

8 A periodic signal

15
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electromechanical devices, such as relays. These two implementations use
different physical operating principles and technologies.

In this book, we mainly focus on the design of application-specific ampli-
fiers. The amplification function increases the available power of a signal. Its
embodiment requires a power source and a mechanism to control the power
transfer from this source to the load with the input signal.

1.4.3 Performance, costs, and FOM

As discussed in section 1.2.2, the performance and the costs of the object
are specified in the Object Performance Specification (OPS). An in-depth treat-
ment of the structure of the Object Performance Specification for electronic
information processing systems is beyond the scope of this book. Compa-
nies usually use their own templates for it. Figure 1.4 shows an example of
the contents of an Object Performance Specification for a Printed Circuit board
Assembly (PCA).

In section 1.2.2 we also introduced the Figure Of Merit as the most compact
representation of the performance-cost ratio. Throughout the design process,
design decisions can be based on this FOM.

An example of a FOM for electronic information processing systems is the
amount of information that can be processed per unit of energy and per Euro:

bits

F =—
oM Joule - €

(1.3)

In this book, we confine ourselves to the circuit design of amplifiers. It
is impossible to define a figure of merit for amplifier design because the
relevant performance aspects and the relevant cost factors strongly depend
on the application and the technology.

1.4.4 Error-reduction techniques

In most cases, the materialization of a function in an object proceeds stepwise.
This is because the performance-cost ratio of a first physical design proposal
is not as required and needs improvement. The performance-cost ratio can
be improved by applying error-reduction techniques. We distinguish two
groups of error-reduction techniques.

1. Improvement of the performance-cost ratio while maintaining the way the
information is coded in the signal.

Techniques that belong to this group are:

(a) Optimization techniques
(b) Compensation techniques
Examples of compensation techniques are:

i. Balancing techniques
ii. Frequency compensation techniques
iii. Error feedforward techniques

(c) Negative feedback techniques

2. Changing the way the information is coded in the signal.

Examples of techniques in this group are:
(a) Sampling

(b) Quantization

(c) Modulation
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functional

design Application of Generation of physical

proposal error-reduction physical design
technique composition proposal

j operating

error- principles

reduction in available

techniques technologies

(d) Coding

Figure 1.8 shows a more elaborated model of the physical design. It shows
that the application of an error-reduction technique may change the func-
tional decomposition.

1.4.5 Differences with traditional analog design

Traditionally, the design of analog electronics predominantly consists of anal-
ysis and improvement of the behavior of known circuits. These improve-
ments, in turn, usually consist of applying commonly known changes, and
the impact of such changes on the cost factors often remains unclear. In ad-
dition, these circuits and their improvements often carry the name of their
inventor or their topology. As a result, it is difficult or impossible to rec-
ognize the intended functionality, the applied operating principles, and the
applied design methods with their intended effects. Therefore, the traditional
design approach is a rather heuristic process.

A clear separation between functions, the applied operating principles,
error-reduction techniques, their intended effect, and their technological im-
plementation is the distinguishing difference of Structured Electronics Design.
Moreover, Structured Electronics Design uses circuit analysis for setting-up de-
sign equations for well-defined performance parameters and cost factors, and
numeric simulation is considered a verification method rather than a design
method.

The advantages of Structured Electronics Design for analog design automa-
tion and design education are evident, and presented below.

1. There exist two different approaches to design automation:

(a) A big-data oriented approach

This approach searches a circuit database circuits for viable circuits that
solve a set of design problems. However, new problems cannot always
be solved with known solutions. In many cases, these solutions require
modifications. Modification of existing solutions without knowledge of
the underlying principles is risky. It may result in show stoppers, and it
requires extensive simulations to prove the viability under all possible
conditions. The above can only partly be solved using parameterized
designs.

(b) An algorithmic approach

Structured Electronics Design essentially is an algorithmic approach. It is
very well suited for design automation. This approach identifies show
stoppers at an early design stage and requires less extensive simulations
because it considers the viability of a solution throughout the design
process. Moreover, an algorithmic approach can invent new solutions
because it does not start with an existing solution but builds up from
well-defined concepts.

Figure 1.8: Detailed process model of the
implementation of functions in objects
according to Structured Electronics Design.
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2. Design education requires an approach that facilitates the internalization
of newly acquired knowledge. Therefore, the structured design approach
is well suited for design education. Each step of the design process can
be motivated because it uses principles from physics, signal processing,
control theory or network theory, and last but not least: principles familiar
to the student.

1.5 This book

The approach to education in analog electronics in this book strongly dif-
fers from the traditional approach that focuses on circuit analysis rather than
synthesis. This book gives the synthesis of analog electronics a solid scientific
foundation: it gives clear motivations for design steps to be taken. Knowl-
edge of physics, signal processing, network theory, and control theory is in-
dispensable for taking design decisions, while knowledge of mathematics is
required for deriving design equations.

This book is primarily intended for educating students in Electrical Engi-
neering but is also very well suited for designers educated in applied physics,
mechatronics, or control theory. It is divided into two parts:

1. Design of application-specific amplifiers

2. Background knowledge

1.5.1 What you will know after studying this book

1. You will know the characteristic properties of ideal(ized) amplifiers, and
you will be able to derive the functional requirements for amplifiers from
their application:

(a) The input and output impedance
(b) The source-to-load transfer

(c) The port isolation

2. You will be able to characterize the non-ideal behavior of amplifiers, and
you will know to derive performance requirements from the application
description:

(a) The small-signal noise behavior

(b) The small-signal dynamic behavior

(c) The instantaneous nonlinear behavior
(d) The dynamic nonlinear behavior

(e) The influence of temperature and ageing

3. You will come to understand other relevant design aspects of amplifiers,
such as:

(a) Environmental conditions

(b) Cost factors
4. You will understand the operating principle of amplification

(a) You will be able to evaluate the available power gain of a two-port

(b) You will understand the concept of biasing

5. You will be understand the operation and modeling of active devices



(a) BJT: Gummel-Poon model: relate the parameters of small-signal and
noise model to device parameters, geometry and operating point

(b) JFET: Shichman and Hodges model: relate the parameters of the small-
signal and noise model to the device parameters, the geometry and the
operating point

(c) MOS: Shichman and Hodges model: relate the parameters of the small-
signal and noise model to the device parameters, the geometry and the
operating point

(d) MOS: Meyer capacitance model: relate the small-signal capacitances
to the device parameters, the geometry and the operating point

(e) MOS: Ward-Dutton capacitance model: relate the small-signal capaci-
tances to the device parameters, the geometry and the operating point

(f) MOS: EKV model: relate the parameters of the small-signal and noise
model to the device parameters, the geometry and the operating point

. You can design a basic CS or CE stage amplifier stage

(@) You can select a transistor or design the transistor geometry consider-
ing its noise contribution and source impedance

(b) You can select a transistor or design its geometry considering its load
and its required voltage and current drive capability

() You can design the operating point and bias the basic stage

(d) You can determine the source to load transfer, the input impedance
and the output impedance of a CE and CS stage for resistive and/or
R//C type source and load impedances

. You can apply balancing techniques

(a) You will understand the concepts of additive compensation and bal-
ancing

(b) You know the behavioral modifications resulting from anti-series con-
nection

(c) You can apply this to evaluate the behavior of a differential pair

(d) You can bias a differential pair using only common-mode current
sources

(e) You know the behavioral modifications resulting from complementary-
parallel connection

(f) You can apply this to evaluate the behavior of a push-pull stage

(g) You can bias a push-pull stage using only common-mode voltage
sources

. You will be able to design low-noise and power efficient amplifier struc-
tures for arbitrary port impedance and port isolation requirements with
the aid of feedback techniques, balancing techniques and isolation tech-
niques:

(a) Direct feedback and indirect (model-based) feedback

(b) Nonenergic, passive and active feedback

(c) Balancing and port isolation

. You will be able to relate the properties of the components in the feed-

back network to important performance aspects and costs factors of the
amplifier:

1.5. THIS BOOK
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(a) Inaccuracy
(b) Noise
(c) Nonlinearity

(d) Power efficiency

10. You will be able to model individual performance aspects of voltage-
feedback and current-feedback operational amplifiers:

(a) Noise behavior

(b) Gain and input and output impedances, including their dynamic be-
havior

(c) Offset and bias quantities
(d) PSRR and CMRR

And you will become familiar with other relevant performance aspects,
such as:

(a) Input voltage range
(b) Output voltage and current drive capability

(c) Voltage slew rate

11. You will know in which way and to what extent the equivalent input
noise sources of an operational amplifier affect the noise performance of
the negative feedback amplifier.

12. You will be able to apply the asymptotic gain negative feedback model to
derive budgets for properties of the operational amplifiers and the passive
components of the negative feedback amplifier

13. You will be able to design the dynamic behavior of a negative feedback
amplifier with the aid of frequency compensation techniques:

(a) Phantom-zero compensation

(b) Pole-splitting by means of capacitive feedback
(c) Pole-splitting by means of pole-zero canceling
(d) Resistive broadbanding

(e) Bandwidth reduction

(f) Nested loops

And you will qualitatively know in which way these high-frequency com-
pensation techniques interact with other performance aspects:

(a) Noise behavior

(b) Accuracy

(c) Distortion

(d) Overdrive recovery

14. You will know in which way and to what extent the temperature behav-
ior of an operational amplifier affects the operating point of a negative
feedback amplifier, and you will be able to derive requirements for the
temperature behavior of the operational amplifier from the performance
requirements of its application.

You will be able to apply techniques to reduce this influence:

(a) AC coupling



(b) Negative-feedback biasing

(c) Auto-zero techniques
15. You can apply negative feedback to a CS or CE stage

(@) You can design single-transistor feedback stages

(b) You will be able to relate the properties of local feedback stages to
those of the CE or CS stage by considering the behavioral modifications
resulting from application of negative feedback

(¢) You will understand that the CD and CC stage can be considered as
non-inverting, unity-gain, negative feedback voltage amplifiers

(d) You will understand that the CG and CB stage can be considered as
non-inverting, unity-gain, negative feedback current amplifiers

(e) You will understand that the current mirror can be considered as an
inverting indirect feedback current amplifier

(f) You can apply balancing techniques to local feedback amplifier stages

(g) You can design cascode stages and the CC-CB and CD-CG cascade
stages

16. You can design multiple-stage negative feedback amplifiers

(@) You will be able to define the type of input stage, its geometry and
operating point on ground of its noise performance

(b) You will be able to define the type of output stage, its geometry and
operating point on ground of its current and voltage drive capability

(c) You will be able to define the number of stages on grounds of the
static accuracy, the low-pass and high-pass cut-off frequencies and the
distortion of the amplifier

(d) You will know how to combine multiple stages in a controller

(e) You will be able to apply common-mode feedback biasing techniques
and optimize the biasing concept of a multiple-stage controller

17. You can design the bias sources

(@) You will be able to define the specifications for the bias sources con-
sidering their influence on the noise performance, the dynamic perfor-
mance, the static accuracy and the temperature stability

(b) You will be able to design the bias sources

1.5.2 Part 1: design of application-specific amplifiers

The design method presented in this book has been introduced by Nordholt
[Nordholt1983]"9. It is further developed at the TU-Delft by Verhoeven, van
Staveren, Monna, Kouwenhoven and Yildiz [Verhoeven2003]?°. This book
builds further on this material. It is based upon course material for post-
graduate education in Structured Electronics Design, developed by the author.

The first part of this book presents the design method for application-
specific, negative feedback amplifiers.
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Application, modeling and characterization of amplifiers

In Chapter 2, we will give applications of amplifiers, define the amplification
function and discuss the ideal behavior of amplifiers. We will then discuss the
nature of information processing errors of practical amplifiers and introduce
related performance aspects.

In this chapter, we will also discuss some physical appearances of ampli-
fiers. The construction of amplifiers results from trade-offs between perfor-
mance and costs made during the design process. Cost factors of amplifiers
can be numerous, and some examples of cost factors will be given. For de-
sign decisions, it is convenient to have a figure of merit at one’s disposal, and
some suggestions will be given.

We will then discuss the modeling and the characterization of the ideal
behavior of amplifiers.

The fundamental physical limitations of information processing and the
technological limitations cause the behavior of practical amplifiers to deviate
from their desired behavior. How the observer experiences these deviations
depends on how the information is present in the signal. This will be eluci-
dated with some examples.

Principle of amplification

In Chapter 3, we will study how the principle of amplification is material-
ized in electronic amplifiers. We will show that signal amplification can be
obtained through the proper interconnection of electrical power sources and
passive, electronic devices. Examples of such devices are MOS transistors,
bipolar transistors, and vacuum tubes. It will be shown that these devices,
when used in combination with power sources, can provide an available
power gain larger than unity; which is a distinguishing property of ampli-
fiers. For this reason, these devices are often called active devices. Combining
power sources with such devices is usually called biasing. This chapter con-
cludes with a conceptual approach to biasing. We will show that the quies-
cent operating conditions of a correctly biased amplifier stage do not depend
on the stage’s drive and termination resistances.

Modeling of semiconductor devices

Knowledge of the operation and modeling of modern semiconductor de-
vices is indispensable when designing analog electronic circuits. However,
in-depth treatment of semiconductor physics and modeling techniques is be-
yond the scope of this book. Chapter 4 briefly describes the construction,
operation, and modeling of BJTs, JFETs, and MOS transistors. The main
goal is to provide a basic understanding of the construction and operation of
the devices as a basis for modeling the device’s performance during various
stages of the design. The Gummel-Poon model for BJTs [GummelPoon1970]**
and the Shichman and Hodges model for JFETs [ShichmanHodges1968]*
will be presented and simple models for hand calculations will be derived
from them. For MOS devices, the basic Shichman and Hodges model, the
Meyer capacitance model [Meyer1g71]*3 and the Ward and Dutton capaci-
tance model [Ward1998]*4 will be discussed. The latter model is used in the
BSIM3 small-signal model [BSIM3-1995]33, often used in SPICE.

With the EKV model [EnzVittoz2006]%°, the small-signal parameters can be
written expressed in the device geometry, the drain current, and the drain-
source voltage. These expressions are valid from weak to strong inversion,
including short-channel effects. In this way, it is possible to design the small-
signal dynamic transfer and the noise performance independent from the
biasing circuitry. SLiCAP has built-in small-signal models for CMOS18 de-
vices whose parameters depend on the channel width and length, the opera-



tion current and voltage, and only a few EKV model parameters. This way of
working facilitates the design of CMOS circuits using the inversion coefficient
or the transconductance efficiency, as described by Binkley[Binkley2008]>7.

Basic amplification with CS stage

In Chapter 5, we will study the performance limitations and the design con-
siderations for the common-source (CS) stage, which can be considered as
the basic MOS transistor amplifier stage. At a later stage, we will show that
other MOS amplifier stages can be derived from the CS stage through the
application of error reduction techniques such as compensation or negative
feedback.

The common-emitter (CE) stage can be regarded as the basic BJT amplifier
stage. Performance limitations and design considerations for this stage will
be added in a future version of this book.

For these basic amplifier stages, we will discuss the way in which their
performance can be altered by design. We will see that the designer does not
have many degrees of freedom to optimize the performance of such elemen-
tary amplifier stages. The operating conditions, the fabrication technology,
and the geometry or the device type are the only design variables at the
disposal of the designer to optimize their performance-to-costs ratio. More-
over, the various performance aspects of single-transistor amplifiers cannot
be designed independently?® and compromises between performance aspects
often need to be made.

Application of balancing techniques: differential pair and push-pull stages

If the desired performance-cost ratio of an amplifier cannot be achieved with
basic amplifier stages, error-reduction techniques can be applied for its im-
provement. In Chapter 6, we will study the application of balancing tech-
niques and their impact on the performance-cost ratio of an amplifier. Two
particular applications of balancing techniques will be discussed in more de-
tail: anti-series connection of equal devices, and parallel connection of com-
plementary devices.?9

Anti-series connection of basic amplifier stages provides a four-terminal
stage with an odd transfer characteristic and improved isolation between
the input port and the output port. The behavioral modifications that are
a result of series, complementary-series, and anti-series connection, will be
investigated. It will be shown that the properties of the MOS and the BJT
differential pair can easily be related to those of the CS and the CE stage,
only by considering such behavioral modifications. We will see that, when
applied in a truly balanced environment, the small-signal transfer and the
noise performance of the differential pair can equal those of the basic CE
or CS stage at the costs of four times the area and four times the operating
current. As a result of the anti-series connection, offset voltages are canceled
and the bias sources change from differential-mode to common-mode. The
large-signal transfer of these anti-series stages has an odd characteristic with
current saturation.

The complementary-parallel connection of amplifier stages split an input
signal into a push and a pull current. These currents can be much larger
than the quiescent operating current of the stage and can be used as high-
efficiency amplifier stages. The CMOS inverter is a complementary parallel
stage.

The behavioral modifications resulting from parallel, anti-parallel, and
complementary-parallel connection of amplifiers or amplifier stages, will be
investigated. The properties of the MOS and the B]T push-pull stage will be
related to those of their constituting CS or CE stage.
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Not all performance aspects of an amplifier or amplifier stage can be im-
proved with balancing. The (gain) accuracy, the dynamic transfer, and their
temperature dependencies of balanced stages equal those of their unbalanced
version. Improvement of those aspects requires the application of techniques
with better error-reduction capabilities.

Design of negative feedback amplifier configurations

Negative feedback is very a powerful error-reduction technique. The charac-
teristics of negative feedback amplifiers are primarily fixed with reference net-
works or feedback networks. These feedback networks create an accurate copy
of the source signal from the load signal. They can be passive or nonenergic
elements of which the electrical behavior is accurately defined. A high-gain
controller or error amplifier minimizes the difference between the source sig-
nal and this copy. In this way, the properties of the feedback amplifier are
predominantly determined by its feedback networks; the error amplifier pro-
vides the available power gain but does not define the source-to-load transfer.

The design of application-specific negative feedback amplifiers is discussed
in Chapter 7. In this chapter, we will discuss the design of negative feed-
back amplifier configurations for specific sources and loads. We will see that
the amplifier types, introduced in Chapter 2 can be synthesized by combin-
ing voltage and or current sensing at the load with voltage and or current
comparison at the signal source. During the conceptual design of negative
feedback amplifiers, nullors are used as ideal controllers. The nullor can be
considered a network element with an infinite available power gain and no
speed limitation. At a later stage of the design, these nullors need to be
replaced with error amplifiers, implemented with amplifier stages, or with
operational amplifiers.

In this chapter, we will show that the amplifier types from Chapter 2 can
all be designed using nonenergic feedback elements. Nonenergic feedback el-
ements are lossless and have no energy storage. In addition, two of them, the
ideal transformer and gyrator behave like natural two ports. Unfortunately,
transformers are not ideal and suffer from energy storage and losses, while
physical operating mechanisms for gyrators have not (yet) been discovered.
The use of more practical passive feedback elements limits the number of
negative feedback configurations. If this is the case, the application of active
feedback, balancing, or indirect feedback may be considered.

The operational amplifier as controller in feedback amplifiers

Operational amplifiers are intended as controllers for negative feedback am-
plifiers. With their high voltage gain, high common-mode and differential-
mode input impedance, high common-mode rejection ratio and low output
impedance early types were versatile building blocks for negative feedback
voltage amplifiers. Nowadays, the behavior of current-feedback and rail-to-
rail output operational amplifiers strongly deviates from this behavior, which
complicates their application.

Chapter 8 deals with the modeling of operational amplifiers. Aside from
modeling all behavioral aspects with so-called macro models, attention will
be paid to the modeling of individual performance aspects, which is con-
sidered to be more useful for deriving budgets for different performance
limitations and for taking early-stage design decisions.

Another aspect that is limiting the application of operational amplifiers
as universal controller is the fact that their output port, which is usually
a high-efficiency push-pull output stage, has a split return path connected
to both supply terminals. This imposes difficulties to the implementation
of grounded current sensing techniques and limits the number of amplifier
configurations that can be realized using solely operational amplifiers as con-



trollers. This limitation as well as various ways to deal with it will also be
discussed in this chapter.

Introduction to biasing

An introduction to the biasing of negative feedback amplifiers will be pre-
sented in Chapter 9. In this book, we will advocate a strict separation between
the design of the signal transfer and the design of the biasing of amplifiers
and amplifier stages. At an earlier stage we have already shown that the
principle of amplification requires the application of properly interconnected
power sources and passive nonlinear electronic devices. Biasing refers to the
derivation of all these power sources from the power supply source(s).

Biasing of (cascaded) amplifier stages will only be presented after we have
discussed the design of the signal processing properties of an amplifier. The
reason for this is that biasing of stages and of interconnected stages only
needs to be done if the signal processing by the conceptually biased stages
is adequate. Biasing of a configuration of which the signal processing is not
according to the requirements is meaningless and regarded as a lost of valu-
able design time. In this introductory chapter, we will only discuss the conse-
quences of errors that are a result of imperfect biasing of controllers. Such er-
rors occur due to device tolerances and temperature deviations. These errors
are usually modeled with the aid of equivalent-input offset and bias currents
and voltages. Statistical description methods will be given and error reduc-
tion techniques to minimize their effects, will be discussed. Examples will be
given for negative feedback amplifiers equipped with operational amplifiers,
but the theory is not limited to these cases. Compensation, AC coupling and
negative feedback biasing will be introduced as methods for the reduction of
biasing errors. The latter two can only be applied if frequency components
of the signal differ from those of temperature changes. These techniques es-
tablish a high-pass character of the signal transfer and design criteria for the
high-pass cut-off frequency will be given. Proper high-pass filter characteris-
tic can be established using frequency compensation techniques.

Modeling of negative feedback circuits

After we are able to design all kinds of application-specific amplifier configu-
rations with nullors as controllers, we need to find specifications for practical
controllers. To this end, we need a way of feedback modeling that facilitates
a two-step design:

1. Design of the ideal transfer which is fixed by the feedback network

2. Design of an acceptable deviation from this ideal behavior caused by the
nonideal controller.

The widely used feedback model introduced by Black [Black1934]3° pro-
vides accurate performance analysis of negative feedback amplifiers only un-
der limited conditions. It does not account for the so-called direct transfer
from the source to the load, and it assumes unilateral transfer and ideal sens-
ing at the load and comparison at the source. As a result of these limita-
tions, it is suited for the analysis of negative-feedback systems rather than
for the two-step design of negative-feedback amplifier circuits. The feed-
back theory introduced by Bode [Bode1945]3" in 1945 and described by Chen
[Chen1gg1]3* gives a method to analyze the stability of a feedback loop.
Middlebrook [Middlebrook1975]33 introduced the double injection theory to
measure the loop gain. However, all these models focus on stability analysis,
rather than on a two-step design of a well-defined dynamic behavior of the
feedback amplifier.
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The only feedback model that facilitates the two-step design is the asymp-
totic gain model as described by Rosenstark [Rosenstarkig74]34. This model
shows that the design of a negative feedback amplifier can be performed in
the two subsequent and independent steps that have been mentioned above.
Moreover, the source-to-load transfer obtained from this model equals the
one found from network analysis. The asymptotic gain model will be dis-
cussed in Chapter 10.

Setting up controller performance specifications

With the aid of the asymptotic gain model, we are able to relate performance
aspects of the controller to those of the negative feedback amplifier. This
enables use to derive budgets for the performance aspects of the controller,
which is a minimum requirement for the two-step design approach described
above. In Chapter 11 this will be done for the static accuracy, the nonlinearity
and the bandwidth of the amplifier. We will find that:

1. The static error of a feedback amplifier sets a requirement for the con-
troller’s contribution to the static or DC loop gain.

2. The low-pass cut-off frequency of a feedback amplifier sets a requirement
for the contribution of the controller to the gain-poles product of the dom-
inant poles of the loop gain.

3. The static differential-gain error of the negative-feedback amplifier sets a
requirement for the contribution of the controller to the static differential
error to gain ratio of the DC loop gain.

Design conclusions for other performance aspects such as the high-pass
cut-off frequency will also be derived. The derivation of budgets for noise
and power losses of the controller has already been dealt with in Chapter 7.

In this chapter, we will also introduce techniques for the evaluation of the
stability of negative feedback amplifiers. Techniques known from control the-
ory, such as the Nyquist stability criterion, the Routh array analysis method
and the root-locus technique will be summarized and elucidated with exam-
ples. Frequency compensation techniques for establishing the desired filter
characteristics will be discussed at a later stage.

Frequency compensation

Frequency compensation techniques for establishing proper high-pass or low-
pass filter characteristics will be extensively discussed in Chapter 12. Con-
cepts and strategies for frequency compensation will be introduced and im-
plementation examples will be given. Special attention will be paid to the
impact that frequency compensation may have on other performance aspects
such as bandwidth, linearity, overdrive recovery and noise. It will be shown
that frequency compensation with the aid of phantom zeros is the most pow-
erful method because it has the lowest interaction with other performance
aspects. Implementation of both active and passive phantom zeros will be
discussed and illustrated with examples. Other techniques such as pole-
splitting techniques, resistive broadbanding and nested control will be dis-
cussed as well.

Design of local feedback stages

Amplifier stages that use a single, unbalanced or balanced CE or CS stage as
controller are called local feedback stages. Local feedback stages can be used
as single-stage amplifiers, or as stages in negative feedback amplifiers. In
Chapter 13, we will discuss the design of local feedback stages. We will



show that the well-known CD stage or source follower as well as its bipolar
version, known as the emitter follower or CC stage, can be considered as unity-
gain voltage amplifiers that exploit nonenergic feedback and that have the
CS or CE stage as controller, respectively. Similarly, the common-gate (CG)
or the common-base (CB) stage can be considered as nonenergic negative
feedback current followers. The advantage of such an description method is
evident. If those stages are feedback versions of the basic CS or CE stages,
then the loop gain, which can be regarded as a measure for the amount of
negative feedback, indicates the extent to which their behavior deviates from
that of the CE or CS stage. It will then become clear that commonly known
properties, such as the low output impedance of the CC stage, are only true if
the stage is driven from an impedance that establishes a relatively large loop
gain. If such a stage is driven from a current source, accurate input voltage
comparison cannot be performed, the loop gain will be low and the output
impedance does not differ from that of a CS stage. In addition, since the
CS and CE stages are nonenergic negative feedback amplifiers, they inherit
the properties of nonenergic feedback amplifiers. Without further analysis it
then becomes clear that the equivalent input noise sources of a CD or the CC
stage equal those of the CS or the CE stage of which they are constituted,
respectively. Similar things can be said about their power efficiency.

Aside from the design of CD, CC, CG and CB stages, the design of other
basic local feedback stages, such as the series, the shunt stage and some dual-
loop local feedback stages, as well as the application of balancing techniques
will be discussed as well. A separate section will be devoted to the so-called
cascode stage. This stage consists of a cascade connection of the CS and CG
stage (MOS version) or a CE and a CB stage (BJT version). Its interesting
properties makes it an ideal inverting amplifier stage in multiple-stage neg-
ative feedback amplifiers that ensures low interaction between stages. It will
be shown that the CD-CG cascode and its bipolar version, the CC-CB cascode,
can similarly be regarded as basic non-inverting amplifier stages.

Design of multiple-stage negative feedback amplifiers

High-gain amplifiers may be constructed from a cascade connection of ampli-
fier stages. High-performance negative feedback amplifiers, however, require
controllers that comprise multiple amplifier stages. The CS or the CE stage,
the cascode stages, the local feedback stages as well as the balanced versions
of all these stages may be candidates for amplifier stages in such a multiple-
stage controller. In Chapter 14 we will discuss the design of multiple-stage
controllers. We will show that by selecting a CS or CE (cascode) stage, or
their balanced version, the controller will have the best possible noise per-
formance if the noise performance of this stage is optimized for the given
source impedance and feedback network(s). Similarly, by selecting a CE or
CS (cascode) stage or its balanced version the contribution to the differential
error to gain ratio of the loop gain will be as low as possible.

Design criteria for the number of stages and the preferred type(s) for inter-
mediate stages will also be given. It is important to have a rough estimate for
the number of stages at an early stage of the design. If the number of stages
is more that two or three, frequency compensation may become difficult and
one may consider to construct the amplifier from a number of multiple-stage
feedback amplifiers. Nested feedback techniques will also be discussed and
illustrated with examples.

The motivation of the type of stages inside the controller may also be
driven from practical limitations such as the power supply voltage and the
complexity of the biasing. In modern analog CMOS design, the low power
supply voltage may put a serious constraint to the architecture of the con-
troller. Since biasing considerations may seriously influence the design of
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amplifiers, they need to be accounted for during all stages of the design pro-
cess. However, this does not change the design approach for amplifiers. If
the signal processing performance of an optimally designed signal path does
not leave room for any degradation possibly resulting from biasing, the de-
tailed design of the bias sources is of no use. Hence, the design of the noise
performance, the bandwidth, the linearity and the frequency compensation
should always be done before implementing the bias sources.

Biasing
The biasing and design of the biasing elements is performed in four steps:

1. Simplification of the biasing scheme.

During the design of the signal path of the amplifier we use conceptually bi-
ased amplifier stages as introduced in Chapter 3. Such stages use four bias
sources. During this design step, this biasing scheme will be simplified
and the remaining bias sources will be replaced with the power supply
and nonlinear resistive elements that exhibit a voltage or current source
character. This step will be elucidated in Chapter 15.

2. Setting up specifications for the resulting bias sources.

After a biasing scheme has been developed, the performance requirements
for the bias sources need to be derived from error budgets for noise, band-
width and nonlinearity. This step will also be elucidated in Chapter 15.

3. Design of the bias sources.
The design of bias sources will be added to a future edition of this book.

4. Application of error reduction techniques for minimization of biasing er-
rors resulting from device tolerances and temperature changes.

This has been discussed in Chapter 9.

1.5.3 Part 2: background knowledge

Part 4 summarizes background knowledge and places it in the context of the
design method.

1. Selected topics from signal, data and information modeling can be found
in Chapter 16.

2. Selected topics from system modeling can be found in Chapter 17.

3. Selected topics from network theory are included in Chapter 18.
This summary requires knowledge of linear algebra. Four topics are usu-
ally not found in other books, but helpful for a better understanding am-
plifier design:
(a) The time constant matrix and its eigenvalues

(b) Estimation of poles and zeros of a transfer function by network inspec-
tion

(c) Decomposition of balanced circuits into differential-mode and common-
mode equivalent circuits

(d) Two-port conditions

4. Physical mechanisms, modeling and characterization of noise in electronic
circuits is summarized in Chapter 19.



1.5.4 How to use this book

This book is organized in such a way that it can be used in three subsequent
courses:3>

1.

An introduction course

The introduction course summarizes the background knowledge that is
required to study the BSc and MSc level courses. It comprises determin-
istic and random modeling of signals and systems, network theory, basic
knowledge about noise in electronic circuits and hands-on experience with
PyraHON, SLICAP and SPICE.

. A BSc level course

At the end of the BSc level course the students are able to specify and
design an application-specific negative feedback amplifier using an oper-
ational amplifier as controller. This course is intended for board design-
ers who need to design signal conditioning amplifiers between sensors
and analog-to-digital converters and amplifiers that convert output sig-
nals from digital-to-analog converters to actuators. A chapter about the
design of class D amplifiers will be added in future versions of this book.

. An MSc level course

At the end of the MSc level course, the students are able to specify and

design an application-specific amplifier using in Bipolar, BICMOS or CMOS
technology. This course is intended for board designers who want to con-
struct amplifiers using both operational amplifiers and discrete transistors,
and for IC designers. Table 1.1 gives an overview of the chapters for each
class.

1.5. THIS BOOK 29

35 Each course requires the knowledge of its
preceeding course.

Courses
Chapter Description Intro BSc MSc
1 Introduction to structured electronic design v
2 Amplifiers: application, classification, modeling & characterization v
3 Principle of amplification v
4 Modeling of active devices v
5 Basic amplification: CS stage 4
6 Balancing techniques 4
7 Design of negative feedback amplifier configurations v/
8 Application and modeling of operational amplifiers v
9 Introduction to biasing 4
10 Modeling of negative feedback circuits v
11 Deriving controller requirements from amplifier specifications v/
12 Frequency compensation 4
13 Design of local feedback amplifier stages 4
14 Design of multiple-stage negative-feedback amplifiers v
15 Design of controller biasing concepts 4
16 Signal modeling (selected topics) v
17 System modeling (selected topics) 4
18 Network theory (selected topics) v
19 Noise in electronic systems (selected topics) v

Table 1.1: Subsequent course programs:
Introduction, BSc level and MSc level.
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2.1 Introduction to amplifier design

Amplification is the most important basic electronic information processing
function. Electronic amplifiers are the physical objects that embody this func-
tion.

Application areas for electronic amplifiers are numerous. Amplifiers are
applied in radio receivers to raise the level of an antenna signal to such an ex-
tent that digitization and/or demodulation can be carried out. In all kinds of
electronic equipment, amplifiers are applied to adapt the level of sensor sig-
nals to the input range of analog to digital converters, or to adapt the output
level of a digital to analog converter to the driving level of actuators. Am-
plification is also implemented in other basic functions, such as voltage and
current references, oscillators, active filters, comparators, limiters and mem-
ory circuits. As a matter of fact, the principle of amplification is applied in
basic digital cells, such as inverters, gates and digital memory circuits. Am-
plification of electrical signals is thus indissolubly connected with electronic
information processing, and amplifiers can be found in many manifestations.

211

Intuitively, one might say that an amplifier provides its load with an enlarged
copy of the source signal. According to this assumption, amplifiers would
need one input port and one output port to which the signal source and load
are connected, respectively. This, however, is not true. The signal power that
an amplifier can deliver exceeds the available power of the signal source. Am-
plifiers therefore, have an additional port to which a power source needs to
be connected. Due to the power from this source and the amplification mech-
anism embodied in the amplifying devices, the amplifier’s so-called available
power gain can exceed unity." This property makes amplifiers fundamentally
different from transformers and lossless electrical networks, such as, match-
ing networks. Transformers and matching networks can have either a voltage
or a current gain that exceeds unity, but their available power gain is limited
to unity.

The amplification mechanism itself is embodied in the biased amplifying de-
vices from which the amplifier is constructed. Biased amplifying devices are
combinations of power sources and devices such as MOS transistors, bipo-
lar transistors and/or vacuum tubes. The principle of amplification will be
elucidated in Chapter 3.

Figure 2.3 shows a model of an amplifier with its three ports: the input
port, the output port and the power port. It gives a simple representation of
the amplification mechanism: the source signal modulates the power transfer
from the amplifier’s power source to the load.

Ideally, the information at the input port will be copied to the output port
and the input and the output signals will not be affected by variations of
the power supply. For this reason, amplifiers are functionally modeled as
two-ports. In a functional description, the power port is simply omitted.

In most cases, we do not want any reverse signal transfer from the output
port to the input port. Amplifiers with this property are called unilateral.

Functionality

2.1.2 Definition

According to the previous description, we can define an amplifier as follows:

An amplifier is a physical object having at least three electrical ports:

1. An input port to which the source signal will be connected (referred to as the
“input”)

Figure 2.1: The ‘Solo’ is a high-end mono
audio power amplifier, designed by the
author.

Input port
SOLO PA100 -4
100W High-End Power Amplitier

Montagne Design & Consultancy
‘made in Delft, The Netherlands

4

CAUTION
DO NOT OPEN
risc of electic shock

230V~ 50 Hz
225VA

Fuse 1AT IEC127

Serial

Figure 2.2: The back side of the "Solo’
clearly shows its input, output port and
power port.

* The definition of the available power gain
will be given in section 2.3.4.

Modulation
P mechanism
input
port
+ +
power _M_, output
port port
i Power _
transfer

Figure 2.3: Amplifier with input port,
output port and power port.
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> EMI: Electro Magnetical Interference.

3 Also called cost factors.

Figure 2.4: The inside of the ‘Solo” clearly
shows the PCAs comprising other amplifier
circuits and biased active components that
together constitute the main amplification
function.

2. An output port to which the load will be connected (referred to as the "output”)
3. Aninput port to which the power supply will be connected (referred to as the
"supply”)
An amplifier provides the load with an accurate copy of the source signal, and
its available power gain exceeds unity.

This definition is a good starting point for a discussion of the quality of
information transfer by the amplifier.

2.1.3 Information-processing quality

The quality of information processing tells us something about the amount
of correspondence between the load signal and the source signal. By their
physical nature, electronic amplifiers generate noise and are sensitive to elec-
tromagnetic fields (EMI?). These and other effects will adversely affect the
correspondence between the source signal and the load signal. Fortunately, a
unique correspondence between signal values at the load and signal values at
the source at any time instant is not required. The correspondence between
the load and the source signal has to be such that an observer can retrieve
the relevant information from the load signal. Errors due to the fundamental
physical limitation of speed, power and noise and those due to technologi-
cal limitations are thus allowed, as long as the information can be retrieved.
The manifestation of these information processing errors also depends on the
physical construction of the amplifier. This physical construction, in its turn,
shows a strong interaction with the cost price of the amplifier. Hence, the
amplifier’s information processing characteristics, its physical construction
and the economical constraints3 show a strong interaction.

2.1.4 Physical appearance

Audio amplifiers, antenna amplifiers and operational amplifiers are names
for different objects that have at least one thing in common: they are all
amplifiers. The meaning of the word “amplifier” thus depends on one’s per-
spective. A designer of audio power integrated amplifier circuits might use
the term audio amplifier for a single IC, while the user of an audio amplifier
refers to a complete product with housing and its user interface.

Generally, electronic amplifiers can have the following physical appear-
ance:

1. A complete product, including housing, power supply and user interface
2. A hard wired electromechanical assembly

. A printed circuit board assembly (PCA)

. A thick or thin film assembly

. An integrated circuit (IC)

[ NS B T

. A part of an integrated circuit.

These physical realizations of amplifiers can be nested in a hierarchical
way. A complete audio amplifier, for example, may consist of several printed
circuit board assemblies and other parts that are mechanically and electrically
interconnected. One or more of these printed circuit board assemblies can be
an electronic amplifier itself. Such an amplifier, in its turn, may be built with
discrete components, as well as with integrated circuit operational amplifiers.
These integrated circuits also comprise interconnected electronic devices. The
ability to amplify signals that finds its origin in the biased amplifying devices,
is used in these different forms of amplifiers.
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2.1.5 Cost factors and environmental conditions

The processing of information by amplifiers is not free of cost. It requires
physical resources such as power, matter and space. The amplifier also gen-
erates heat and electromagnetic interference signals. Among others, these are
called costs factors.

The quality of information processing should not be affected by normal
changes in the operating conditions. The environmental operating conditions,
or shortly environmental conditions, such as, interference signals, temperature
range, humidity, shock and vibration should be specified.

The aim of a good design is to provide the required information processing
capability for an acceptable level of cost factors under specific environmental
conditions.

2.1.6 Figure of merit

In order to compare the performance-to-cost ratio of various amplifiers, it
would be nice to have some figure of merit (FOM). Moreover, such a figure
of merit, would help the designer in selecting solutions for specific design
problems. There are various kinds of figure of merit. They usually relate the
most important performance aspects to the most important cost factors, the
degrees of importance usually being defined by the user. Some examples are
listed below.

¢ Qutput power versus dimensions or weight
¢ Output power versus consumed power

* Qutput power versus product costs

* Noise figure versus power consumption

¢ Dynamic range versus power consumption
¢ Bandwidth versus power consumption

* etc.

2.1.7 This chapter

In section 2.2, we will start with the description of the functional behavior of
an amplifier. At the start of the design, questions that need to be answered
follow from the information that needs to be processed, the character of the
source and the character of the load of the amplifier:

e Which electrical quantity (current or voltage) should be selected as the
electrical input quantity of the amplifier?

* Which electrical quantity should be delivered to the load?

¢ Is the signal source electrically connected to the power supply or is it
floating with respect to the power supply?

¢ Is the load electrically connected to the power supply or is it floating with
respect to the power supply?

Based on this knowledge, we will make an inventory of amplifier types (or
concepts) and model their (ideal) behavior with the aid of a two-port. This
will be done in section 2.3.

Due to fundamental physical and technological limitations, the behavior of
practical amplifiers will deviate from that of their idealized function concept
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Signal source

Input port of
the amplifier

Figure 2.5: Interfacing of the signal source
with the input port of the amplifier in cases
in which the voltage of the signal source
accurately represents the information,
while the source impedance may be partly

unpredictable.
L Li=1,
‘ Z; =0

HO[)
Input port of

Signal source
the amplifier

Figure 2.6: Interfacing of the signal source
with the input port of the amplifier in cases
in which the current of the signal source
accurately represents the information,
while the source admittance may be partly
unpredictable.

and information processing errors are inevitable. However, as long as the
load signal shows a sufficiently large correspondence with the source signal,
the observer will be able to retrieve the relevant information. Predictable
errors do not necessarily degrade the information handling capability of the
amplifier. Known errors can be compensated for in pre- or post-processing
functions, thereby restoring the correspondence between the source signal
and the load signal. Reproducible errors due to nonlinearity, for example,
can be compensated for by adding opposite pre- or post-distortion to input
or output signal, respectively. This also holds for reproducible errors that
result from bandwidth limitation. However, we will consider the conceptual
amplifier to behave instantaneously, linearly and time-invariantly, and model it
accordingly.

In section 2.4, we will introduce performance parameters that describe the
non-ideal behavior of amplifiers. We will discuss:

1. Errors arising from imperfect isolation between the input port and the
output port, and between the power supply port and the two signal ports

2. Errors due to a nonzero transfer from the power port to the input port or
vice versa, and from the power port to the output port or vice versa

3. Signal processing errors due to fundamental physical and technological
limitations. We will study different kinds of errors resulting from:

(a) The addition of noise and interference

(b) Limitation of the current and voltage handling capability due to the
physical limitation of power and due to the nonlinear signal transfer of
the characteristics of biased amplifying devices

(c) Small-signal bandwidth limitation and slew rate limitations due to the
physical limitation of the rate of change of electrical currents and volt-
ages

(d) Ageing due to changes in the properties of electronic devices over time

(e) Temperature changes

In section 2.5, we will describe the performance aspects of cascaded ampli-
fiers and learn about error propagation in cascaded amplifiers. This helps us
to relate properties of individual amplifiers to those of a chain of amplifiers.

2.2 Amplifier port requirements

The first step in amplifier design is to determine which electrical quantities
must be used at the amplifier’s input and output ports. If the source and
the load of an amplifier consist of transducers, we have to select the electrical
port quantity that shows the best correspondence to the physical input or
output signal of the transducer.

1. If the open circuit voltage of a signal source is accurately related to the pri-
mary physical information, we will model the signal source as a voltage
source in series with its source impedance. This impedance may be com-
plex and depend on the signal level and on the temperature. For accurate
(unity-gain) transfer of the information from the signal source to the in-
put port of the amplifier, the impedance of the input port of the amplifier
should be infinite. This has been elucidated in Figure 2.5.

2. If the short-circuit current of a signal source is accurately related to the
primary physical information, we will model the signal source as a cur-
rent source in parallel with its source impedance. The source impedance
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may be complex and depend on the signal level and on temperature. For
accurate (unity-gain) transfer of the information from the signal source to
the input port of the amplifier, the input impedance of the amplifier should
be zero. This has been shown in Figure 2.6.

3. If the voltage across the load is accurately related to the information pro-
vided by the load and the load impedance is inaccurately known, the out-
put port of the amplifier should have zero output impedance to ensure that
the information transfer does not depend on the load impedance. This is Outout oort
illustrated in Figure 2.7. ofutﬁgl a';?p“ﬁer

2| [vi=v,

4. If the current through the load is accurately related to the information  Figyre 2.7: Interfacing of the load with
provided by the load and the load impedance is inaccurately known, the the output port of the amplifier in cases
output impedance of the amplifier should be infinite to ensure that the It which the voltage across the load accu-
X N R N rately represents the information, while

information transfer does not depend on the load impedance. This has the load impedance may be partly unpre-

been shown in Figure 2.8. dictable.

5. If the source or the load has an accurately known linear impedance, there :
is no preference for current or voltage as the electrical quantity at the input :
1ofr B

port or at the output port of the amplifier, respectively. In such cases, the
current to voltage conversion or the voltage to current conversion by the
source or the load impedance does not impose an error on the information
Output port
to be processed. of the amplifier

Load

In all other cases, the transducer mechanism determines whether current Figure 2.8: Interfacing of the load with
or voltage shows the best correspondence to the information acquired by the  the output port of the amplifierin cases
deli d by th tuat in which the current through the load
sensor or delivered Dy the actuator. accurately represents the information,
The interfacing with some popular transducers has been described in the while the load impedance may be partly

examples below. unpredictable.
Example 2.1

A PIN diode can be used as a sensor that converts optical power into electrical
current. Study of the transducer mechanism shows that the short-circuit current
of a PIN diode is accurately (linearly and instantaneously) related to the intensity
of the light on the diode. The open circuit voltage across the PIN diode terminals
shows both a logarithmic and a dynamic relation to the light intensity. This light
intensity to voltage relation also strongly depends on temperature and is only
partly reproducible due to fabrication tolerances. An accurate and reproducible
conversion from the optical input quantity to the electrical output quantity is thus
obtained when the short-circuit current of the PIN diode is taken as the electrical
quantity.

Example 2.2

A microphone converts acoustical power into electrical power. The microphone
is designed such that its open-circuit output voltage shows the best correspondence
with the sound pressure.

Example 2.3

An electric motor can be used as an actuator converting electrical signals into
mechgnical signals. Invest‘igation of the t‘rgnsducer mechanism shows an accymte Figure 2.9: A microphone is designed such
relation between the electrical current driving the motor and the torque it delivers.  that its open-circuit output voltage shows
The electrical voltage shows the best relation with the angular speed. the best correspondence with the sound

pressure.

Example 2.4

Piezoelectric transducers can be applied for the conversion of mechanical sig-
nals into electrical signals and vice versa. Study of the transducer mechanism
shows the mechanical force is converted into electrical charge and vice versa. This
charge can be measured by taking the open-circuit voltage at the output of the
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sensot, or by taking the time integral of the short-circuit current. Investigation
of the transducer mechanism shows the latter method is more accurate, since the
influence of the nonlinear Q-V relation of the transducer will then be negligible.

Example 2.5

Transmission lines and filters have to be driven from and/or terminated with
accurate and linear impedances. There is no preference for either voltage or current
as electrical input and output quantity.

Often, it is not directly clear which electrical quantity best reproduces
the non-electrical quantity of the transducer and a study of the operation
of the transducer is required to obtain this knowledge. Usually modeling,
of sensors and actuators with the focus on information transfer is required
to define proper interfacing with the amplifier and to define possible pre- or
post-processing functions that compensate for predictable signal processing
eITorS.

Based on the requirements for the port impedances of the amplifier, we
will first define nine different amplifier types in section 2.2.1.

2.2.1 Amplifier types

In the previous section, we investigated the selection of the electrical quantity
at the input port and at the output port of the amplifier. We found three
possibilities for each port. For the input port, we have one of the following
cases:

1. Sensing of the source current. The input port must behave as a short-
circuit in which the current is sensed. The amplifier’s input impedance
should be zero: Z; = 0.

2. Sensing of the source voltage. The input port must behave as an open-
circuit and the voltage across the input port terminals must be sensed. In
this case, the amplifier’s input impedance should be infinite: Z; = co.

3. Sensing of current or voltage and termination of the source with an ac-
curate linear impedance. The amplifier’s input impedance should now be
accurately fixed to some characteristic value Z;. The voltage across this
impedance or the current through this impedance can be used as the elec-
trical input quantity of the amplifier.

For the output port, we have one of the following situations:

1. The load must be driven from a voltage source. The output port behaves as
an ideal controlled voltage source. The output impedance of the amplifier
should be zero: Z, = 0.

2. The load must be driven from a current source. The output port behaves
as an ideal controlled current source. In this case, the output impedance
of the amplifier should be infinite: Z, = oo.

3. The load must be driven from an accurate linear impedance Z,. The out-
put behaves as a controlled voltage source with an accurate and linear
impedance in series, or as a controlled current source with an accurate
and linear impedance in parallel.

Based on the impedance requirements for both ports, nine amplifier types
can now be defined. If they have zero reverse transfer (from the output port
to the input port) they are called unilateral. The nine types are listed in Table
2.1.
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no amplifier type source quantity load quantity Z;, Z, Table2.1: Amplifier types and their input
1 Voltage amplifier ~ voltage voltage o 0 and output port impedances.

2 Transadmittance  voltage current 0 00

3  Voltage to V/I voltage voltage or current oo Z,

4  Transimpedance  current voltage 0 0

5  Current amplifier current current 0 o

6  Current to V/I current voltage or current 0  Z,

7  V/Ito voltage voltage or current  voltage Zi 0

8  V/Ito current voltage or current current Z; o0

9 V/ItoV/I voltage or current voltage or current Z; Z,

According to the above, all amplifiers can be characterized by their transfer
1t and instantaneous.  characteristics and their port characteristics. For an ideal* voltage amplifier,
these characteristics are shown in Figure 2.10.

Figure 2.10: Transfer and port character-
v T I T I T istics of an ideal voltage amplifier with a
° ¢ ¢ voltage gain that equals tan(a).
«
av, __ o dVy _ _dV, _
2. — tan(a) Ri= 2% = o0 Ry = =0

In section 2.2.4 we will find more arguments for selecting the proper am-
plifier type for a specific application. First, we first need to introduce the con-
cept ground and study possible design consequences that follow from inter-
connections between the source, the load and the power supply. The ground
concept will be introduced in section 2.2.2, and design consequences that fol-
low from interconnections between the amplifier ports will be discussed in
section 2.2.3.

2.2.2 Ground

In electrical systems, we often use the concept of the electrical ground, also
simply know as the ground node or the ground.

In network theory, the ground is the reference node of a network. The volt-
age at other nodes is given with respect to the ground potential (see Chapter
18). The absolute potential of the ground node itself cannot be defined and
is simply assumed to be zero.

In real-world electrical systems, the electrical connection with the largest
dimensions is usually taken to be the ground node. In most cases, this is a
power supply terminal.

2.2.3 Port configurations

Until now, we did not consider whether one of the terminals of the source
and/or load may be connected to the ground, or if both terminals should
be floating with respect to the ground. At a first glance, its seems easy and
straightforward to share the ground node; this is the case for example in
cars. The ground is the metal chassis, and all devices like batteries, lamps,
radio, etc. have one terminal connected to it. This simplifies the wiring: the



42 MODELING AND SPECIFICATION OF AMPLIFIERS

metal chassis can be used as a return wire for all devices. However, in many
situations, it is not possible nor desirable to use the ground as the common
electrical connection for source, amplifier and load. Safety regulations in
medical equipment or ground noise due to the physical dimensions of the
ground connection and currents flowing through it may force us to use so-
called floating input or output ports that do not share one of their terminals
with the ground.

Regarding this aspect, we can define five different versions for each of the
nine amplifier types listed in Table 2.1. Figure 2.11 shows the five different
port configurations with their commonly used names.

differential differential differential isolated common
receiver-driver driver receiver or power ground
instrumentation
amplifier
— + + P I + S I + _+ + — + +
e —_— e e —
Lo -0 Lo S Lo
power " power power " / power "
supply supply supply power ~ supply
supply

Figure 2.11: Five different versions for each

amplifier type.

Figure 2.12: A signal source which is
floating with respect to ground has been
connected to the amplifier’s input port.
Both terminals of the input port exhibit a
equal, weak capacitive coupling to a noise
voltage source.

Iy
—_—— +
o Amplifier
port
I _
— |
+

w W J-
L L

Figure 2.13: Port definition with nodal
voltages at the port terminals and currents
flowing into the port terminals.

Common-mode and differential-mode signals

The electrical behavior of ports that are floating with respect to the ground is
not uniquely defined by the impedance between the two port terminals.

Let us, for example, consider the application depicted in Figure 2.12A.
There, a signal voltage source Vs with a source impedance Zs has been con-
nected to the floating input port of an amplifier.

+ +
ZS
input input
+ port port
Vs
A L L

Let us now assume that the signal source exhibits a capacitive coupling
to a noise voltage source V,;, which is referred to the ground. The coupling
capacitance between the signal source and the noise source is C.. In Figure
2.12B, this coupling is modeled by means of two capacitors, each with a value
of %, between the noise voltage source V,, and both terminals of the input
port of the amplifier.

If both terminals of the input port exhibit an infinite impedance to the
ground, the voltage of this noise source is found at both port terminals. Such
a voltage is then called a common-mode voltage: it is common for both inputs.
In this case, we speak of a common-mode noise voltage at the input port,
introduced by Vj,. Although this common-mode noise does not necessarily
affect the so-called differential-mode signal voltage between the two terminals,
it may hamper the signal processing performed by the amplifier. This will,
for example, be the case if this common-mode voltage becomes too large.
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In such cases, the amplifier will not be able to process the differential-mode
input signal because the common-mode noise voltage drives the input port of
the amplifier out of its linear operating range. A low port impedance would
then be beneficial: it would attenuate the common-mode voltage of the port.
At a later stage, we will show that common-mode and differential-mode port
impedances can be designed independently.

Definitions of common-mode and differential-mode quantities

The definitions of the common-mode quantities and the differential-mode A Yo =2 B Yom =2
quantities below refer to the circuit in Figure 2.13.

The common-mode voltage V., of a port is defined as the sum of the two Figure 2.14: Measurement sefup for deter-

mination of:

terminal voltages of that port divided by two: A: The common-mode port admittance
B: The differential-mode port admittance
Vi+ W, The port can be an input port or an
om = (2.1)  output port of a grounded circuit.
The common-mode current I, that flows into a port is defined as the sum
of the currents that flow into the two-port terminals: T
Iey = I + Db. (2.2)
The differential-mode voltage Vj,, of a port is defined as the difference out
between the voltages at the two terminals: T poprt
Vim = V1 = Va. (2:3)
The differential-mode current I, is defined as the difference between the T
currents that flow into the two-port terminals, divided by two:
L —h . o .
Liy, = IS (2.4) Figure 2.15: Addition of currents requires

parallel connections. All sources may be

. .. connected to ground.
Figure 2.14A and B show the test setup for determination of the common- grou

mode and the differential-mode input admittances, Y., and Y, respectively.
The common-mode impedance Z.;, is the reciprocal value of Y, it is

defined as: v
— cm input
Zom = 1o (2.5) port
The differential-mode impedance Z;,, is the reciprocal value of Y, it is
defined as:

av,
Zgm = 722 (2.6) ot
> port
The port impedances from Table 2.1 refer to Z,,.

Al
In section 2.4.1, we will introduce techniques for modeling the common- -
mode and the differential-mode behavior of the amplifier ports.

™

I N\t

-

input
port

In Chapter 7, we will present methods for designing amplifiers with spe-
cific port isolation properties and we will show the way in which the common-
mode impedance and the differential-mode impedance of a port can be de-

signed independently.
Figure 2.16: Distribution of voltages re-
quires parallel connections. All receiving
2.2.4 Summing and distributing signals inputs may be connected to ground.

The need for addition (combination) and/or distribution of signals may also

provide arguments for the selection of the information carrying electrical

quantity. Figure 2.15 shows the addition of currents in a common-ground

system.> Addition of voltages requires voltage sources to be connected in A common-ground system is a system in
series, which is not possible in a common-ground system. Similarly, distri- Wwhich all signal sources and loads share
bution of voltages in a common-ground input-output system is much easier ¢ sround terminal.

than the distribution of currents (see Figure 2.16).
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Figure 2.17: Two-port definition.

¢ Anti-causal: The input quantities of the
two-port are described as a function of
the output quantities, while the physical
operation is opposite: the input signals
cause the output signals.

7 Including zero.

2.3 Modeling of the ideal behavior

Although the amplification mechanism requires a power source, it is usually
omitted in a functional description of the amplifier. The functional model of
the amplifier only describes the signal transfer from the source to the load.
The load power is simply assumed to be delivered by a voltage or a current
source, which is controlled by the signal source. The simplest network model
of an ideal(ized) amplifier thus has two ports:

1. An input port, which is modeled as an open-circuit, a short circuit or as
an accurate and linear impedance.

2. An output port, which is modeled as a controlled current source or a
controlled voltage source, which is controlled by the input quantity. A
linear impedance in series with a controlled voltage source, or in parallel
with a controlled current source, can be added if a finite nonzero output
impedance is required.

The symbol and the sign conventions of such a two-port model are shown
in Figure 2.17. The sign of the current in the output port is opposite to what
is customary in network theory. This to prevent minus signs in the transfer
of cascaded two-ports.

A two-port representation of a network only yields a complete description
if the two-port constraints apply:

1. A current that flows into one terminal of a port, flows out of the opposite
terminal of that port.

2. A voltage difference between the input port and the output port does not
affect any of the two-port currents.

The two-port constraints are always valid if the ports of a two-port are
terminated with one-ports. Two-ports for which the port constraints are al-
ways satisfied, regardless of the electrical network to which it is connected,
are called natural two-ports. Examples of natural two-ports are ideal transform-
ers, ideal gyrators and ideal controlled sources. If the two-port constraints are
not valid, the four-terminal network requires a 3 x 3 matrix representation.
For more information on two-ports and the two-port constraints, see Chapter
18.6.

2.3.1 Transmission matrix-1 representation

The transmission-1 matrix representation will be used as the two-port model
during amplifier design. This anti-causal two-port model relates the input
port quantities to the output port quantities.® It will be shown that all ampli-
fier types can be described by this model, using finite values” for the model
parameters only.

The transmission-1 matrix equation for the two-port depicted in Figure

2.17 is:
(1)=& 8)(%) =

The parameters are defined and measured as shown in Figure 2.18. The
reciprocal values of A, B, C and D are called the voltage gain factor u, the
transadmittance factor vy, the transimpedance factor { and the current gain factor
«, respectively. The word factor indicates that it refers to a property of the
two-port itself: a transfer from a port input quantity to a port output quantity,
rather than the transfer from the source to the load.

The transmission-1 two-port parameters A, B,C and D can be obtained
through measurement of the gain factors y, 7, { and a. The parameters A
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Figure 2.18: Test benches for determination

of the Transmission-1 two-port parameters:
ArA=1

L_Tf‘
| S T
Il
(en]
N W
N W
[l
M,_,mh—-#\’—‘T‘

9 ¢
o
I

I,=0
B~ 18 b -
A B

I, I,=0 I;
T +_> + XZ T +_>
C ) ) - D )

and C are determined when the output port is left open (I, = 0), while B and

D are determined with the output port shorted (V, = 0):

a=1_Vi
oV IL,=0,
p_Lt_VY
T loly=o
1 I;
T Ve
pl k|
o Iy Vom0

2.3.2 Source-to-load transfer

(2.8)

(2.9)

(2.10)

(2.11)

We can express the source-to-load transfer in terms of the transmission pa-
rameters of the two-port and the source and the load impedance. From these
expressions, we can draw some important design conclusions.

The test setup for determination of the voltage gain A, and the transad-

mitance Ay is shown in Figure 2.19A.

I Figure 2.19: Measurement setup for the
source-load relations:

(a) The voltage to voltage transfer and
the voltage to current transfer, and

(b) The current to current and current to

I
+ - + s +
B
The voltage gain A, can be written as:®
v, 1
AV T AYBECz D

The transadmittance Ay is found as:

Ay =l _ 1
Y7 Vs AZ,+B+CZ)Zs+DZs

voltage transfer.

8 Please notice it is our intention to show
these transfer functions and draw design
conclusions rather than to derive these

(2.12) expressions.

(2.13)

The test setup for the transimpedance A, and for the current gain A; is
depicted in Figure 2.19B. The transimpedance A is found to be:

_ Ve !

A, =L = .
* L A} +Bz, +C+D%

(2.14)
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The current gain A; can be obatined as:

_ L 1
Il A% +B}+CZ+D

Aj (2.15)

At this stage, we can already draw some design conclusions from expres-
sions (2.12) through (2.15). Consider, for example, a situation in which we
need to design a voltage amplifier of which the source-to-load transfer should
not depend on the source impedance Zs and on the load impedance Z,. Ex-
pression (2.12) shows us that we need to assign a nonzero value to the trans-
mission parameter A, while all other parameters should be zero. Only for
this situation, the source-to-load transfer will not depend on the source and
load impedances. This conclusion can already be seen from the T; matrix
equation itself. With B, C and D zero, we have V; = AV,, and I; = 0 for
all values of I,. Hence, V; will be equal to Vs and V; will be equal to V,. In
the next section, we will study the expressions for the port impedances in a
similar way, and derive design conclusions for all nine amplifier types from
Table 2.1.

2.3.3 Input and output impedance

The input impedance and the output impedance of the amplifier can also be
expressed in terms of the transmission parameters and of the load and the
source impedance.

Input impedance

The test setup for the input impedance is shown in Figure 2.20A.
The input impedance Z; of a two-port terminated with a load impedance
Zy can be written as:

V.  AZ,+B
Z- = L = —— .
=T T Cz+D (2:16)

Please notice that the input impedance Z; does not depend on the load
impedance Z, if 4 = §, which is equivalent to: AD = BC.
Output impedance
Figure 2.20: Measurement setup for:

(A) The input impedance = + + + + F
(B) The output impedance.
I; Vi - Zy Zs - Vo I,

A B

The test setup for the output impedance is depicted in Figure 2.20B. The
output impedance Z, of the two-port driven from Zs can be written as:

V, DZ;+B
Zy=-2=—22"1" .
=L T CZ 1A (2.17)

Please notice that the output impedance Z, does not depend on the source

. .c D . . . . .
9In a unilateral amplifier, the input impedance Z; if 2 = &, which is equivalent to: AD = BC.
impedance does not depend on the load

impedance and the output impedance does

not depend on the source impedance. Unilateral behavior

Amplifiers of which the input impedance does not depend on the load impedance

° The reverse transfer of an amplifier is the . . . R
b are called unilateral.® The reverse transfer of unilateral amplifiers is zero.™

transfer from its output to its input.
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The condition for unilateral behavior is:

AD = BC. (2.18)

Design conclusions

In the following example, we will demonstrate how to derive design conclu-
sions from the above expressions.

Example 2.6

Let us assume we want to design an amplifier that needs to drive a cable from its
characteristic impedance. This cable driver itself should be driven from a voltage
source of which the internal impedance Zs is not accurately known. The input
impedance of the cable driver thus needs to be infinite and the output impedance
must equal the characteristic impedance of the cable. This type of amplifier is listed
under line 3 in Table 2.1. An infinite input impedance is obtained if C = 0 and
D = 0. A finite output impedance that does not depend on the source impedance
requires either A = 0 and B = 0, or C = 0 and D = 0. If we combine both
requirements: an infinite input impedance and a finite accurate output impedance,
we need C = 0 and D = 0, as well as finite, nonzero values for A and B. The
output impedance of this amplifier then equals %

The parameter values for the nine amplifier types from Table 2.1 are listed
in Table 2.2.

no amplifier type Z, Z, A B C D Table2.2: Transmission parameters of the
1 Voltage amplifier o 0 A0 0 O nine amplifier types from Table 2.1.

2 Transadmittance amplifier © o 0 B 0 O

3 Voltage input, finite nonzero output impedance o Z, A B 0 0

4  Transimpedance amplifier 0 0 0 0 C o0

5 Current amplifier 0 oo 0 0 0 D

6  Current input, finite nonzero output impedance 0 Z, 0 0 C D

7 Finite nonzero input impedance, voltage output 2Z; 0 A 0 C 0

8 Finite nonzero input impedance, current output 7Z; o 0 B 0 D

9  Finite nonzero input and output impedance Zi 2, A B C D

As we have seen, the transfer and the port impedances of the nine types of
amplifiers that are listed in Table 2.2 can be characterized with the amplifier’s
transmission-1 matrix parameters A, B, C and D. The desired values of these
parameters are either zero or finite.

The first eight amplifier types from Table 2.2 are unilateral (see section
2.3.3). The last amplifier is unilateral if AD = BC.

In total, there exist sixteen possible combinations of zero and finite nonzero
transmission parameters. The other seven other amplifier types are:

¢ The nullor. This is a network element that has all its transmission-1 pa-
rameters equal to zero (A = B = C = D = 0). See Chapter 18.3 for the
formal definition of the nullor. Although the input impedance and the
output impedance of the nullor are undefined, the nullor is a unilateral
two-port: AD = BC. The nullor will be applied as the ideal controller in
negative-feedback amplifiers.™*  This will be discussed in Chapter 7.

¢ The transformer-like configuration (A and D nonzero and B and C zero).
This amplifier is not unilateral.

The name transformer-like configuration stems from the similarity of the
transmission-1 matrix of this configuration to that of the transformer. An
ideal transformer has transmission-1 parameters: B =C = 0 and AD = 1.
See Chapter 18 for the formal definition of this network element.

¢ The gyrator-like configuration (A and D zero and B and C nonzero). This
amplifier is not unilateral.
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The name gyrator-like configuration stems from the similarity of the transmission-
1 matrix of this configuration with that of the gyrator. A gyrator has
transmission-1 parameters: A = D = 0 and BC = 1. See Chapter 18
for the formal definition of this network element.

e Four amplifier configurations that have three out of four nonzero parame-
ters. These amplifiers are not unilateral because AD # BC.

2.3.4 Available power gain

We have seen that amplifiers can be distinguished from passive two-ports by
their available power gain. The available power gain of amplifiers exceeds
unity, while that of passive two-ports will always be smaller than unity. In
this section, we will give the definitions of the available power and the avail-
able power gain. We will also express the available power gain of a two-port
in its transmission-1 parameters. We will do this for the simple case of a
resistive two-port driven from a resistive source and terminated with a resis-
2A,B,C,D, Zs and Z, are real. tor.12

Available power of a source

The available power of a source is defined as the maximum power it can
deliver to a load.

The available power Ps of a signal source that delivers an RMS voltage Vs

and that has an internal impedance Z; equals
Vsz
Ps = W. (2.19)

It is the power which is delivered to a load with an impedance Z, that is
the complex conjugated of Zs: Z, = Z;.

Please notice that the available power of a source has nothing to do with
the actual power delivered by that source: the available power is a property
of the source itself. If we leave a source open (Z;, = o), or if we short the
source (Z; = 0), the power delivered to the load equals zero because the load
current equals zero if Z, = oo, and the load voltage equals zero if Z, = 0.
However, the available power of that source, for all source terminations, is
given by (2.19).

Available power at the output of a two-port

Similarly, the available power at the output of a two-port is the maximum
power that can be delivered by that port. In this case, the output port is
considered a signal source. The available power P, of a port with an port
impedance Z, that delivers an open circuit port voltage V, thus equals:

Ve

P, = m. (2.20)

Again, this power is delivered to a load impedance which is the complex
conjugated of the port impedance: Z;, = Z;.

Available power gain of a two-port

The available power gain G, of a two-port is defined as the ratio of the avail-
able power at the output port and the available power of the source connected to
its input.
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With the aid of (2.19) and (2.20), it can be shown that:
G, = 2 Re (ZS)
P TPRe(Z,)’

where A, is the voltage gain factor of the two-port, which is the reciprocal
value of the T1 matrix parameter A.

(2.21)

R R Figure 2.21: Available power at optimum
E port termination:
+ + I F (A) of a source,
Vs Ry = Ry Vs —> R, =R, (B) of a two-port.
A B

We will now express the available power gain of a two-port in its transmission-
1 matrix parameters and in the impedance of the source connected to its in-
put port. For the sake of simplicity, we will do this for the simple case of a
resistive two-port (A, B, C, D are real) and a resistive source and load, with
resistances Rs and Ry, respectively.

We will evaluate the available power of a signal source as shown in Figure
2.21A and the available power at the output of the two-port as shown in
Figure 2.21B.

The available power Ps of the signal source is found to be:

V52

Pszr&.

(2.22)
The test setup for the evaluation of the available power of the two-port is
shown in Figure 2.21B. The transmission-1 parameters of the amplifier are A,
B, C and D.
The amplifier will deliver its maximum power if Ry = R,. According to
(2.17), this is the case if:
_ DR;+B
~ CRs+ A’

This maximum power is the available power of the two-port P,. It can be
obtained as:

R, (2.23)

V2
Py = 4120, (2.24)
where V, is the open circuit voltage at the amplifier output with the input
port being driven from the signal source.

With the aid of (2.12), we obtain

— VS

- A+CRy
With the aid of expressions (2.23) through (2.25), we may express the avail-

able power of the amplifier in terms of the signal source voltage and the

transmission-1 parameters of the amplifier:

|74 (2.25)

P, = ve
P~ 4(DRs+ B) (CRs + A)’

(2.26)

The available power gain G, of an instantaneous two-port with (real) trans-
mission parameters A, B, C, D, driven from a resistive source with resistance
R;, is then obtained as

1

C» = AD T AB/R. 1 BC 1 CDR.' (2.27)

Expression (2.27) shows that a large available power gain is obtained when
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'3 Basic two-port elements are the con-
trolled sources :
- VCVS: voltage-controlled voltage source
- VCCS: voltage-controlled current source
- CCVS: current-controlled voltage source
- CCCS: current-controlled current source

all transmission parameters approximate zero. A two-port that has all its
transmission parameters equal to zero is called a nullor. In Chapter 7 we
will use the nullor as an ideal controller when designing negative feedback
amplifier configurations. The operational amplifier (OpAmp) can be viewed
as a particular implementation (and approximation) of the nullor.
Expression (2.27) also shows that for a given two-port with transmission
parameters A, B, C, D, the available power gain has maximum value Gp,max at
some optimum source resistance Rsopt- This optimum source resistance can
be found as:
AB
D
After substitution of (2.28) in (2.27) we obtain an expression for the maxi-
mum available power gain of a two-port:

Rsopt = (2.28)

1
(VD + i)

If the amplifier is unilateral, we have AD = BC, which simplifies (2.29) to:

(2.29)

Gp,max -

1 1
Gp,max = 1AD = Z,WX (2.30)

Hence, the maximum available power gain of a unilateral resistive two-
port is a quarter of the product of the voltage gain factor i and the current
gain factor « of that two-port.

Expressions (2.29) and (2.30) can be used to evaluate the amplifying capa-
bilities of a two-port.

Available power gain, power gain and transducer power gain

The power gain or operating power gain of an amplifier is defined as the ratio
of the power delivered to the load and the power delivered by the source. It
depends on the properties of the amplifier, and of the source impedance Zs
and the load impedance Z,. It will be clear that if Re(Z;) = oo or Re(Z;) =0,
the power gain equals zero, because in that case, no power is delivered to
the load. The available power gain of the amplifier, however, can still be much
larger than unity.

The transducer power gain of an amplifier is defined as the ratio of the load
power and the available power of the source.

2.3.5 Idealized amplifier models

In the previous sections, we have discussed the modeling of the ideal behav-
ior of amplifiers with the aid of a two-port and the T1 matrix representation.
In order to evaluate the idealized behavior of an amplifier with simulation
programs, it is convenient to have two-port models at our disposal that can
be constructed from basic network elements, available to the simulator.3

Basic models

Figure 2.24 shows four high-level network models of amplifiers that have at
least one nonzero coefficient in their T1 matrix. At a later stage, we will
introduce one high-level model for all amplifier types.

In the models from Figure 2.24, the power delivered to the input port
equals the total power dissipated in the controlled sources at the input port.
The power delivered to the load is the total power delivered by the controlled
sources at the output port. Similar things can be said about the energy stored
in the two-port. If the sum of the powers dissipated all the controlled sources
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equals zero and the total energy storage equals zero, we speak of non-energic
two-ports. Those two-ports are not amplifiers, because the output port de-
livers as much power to the load, as the input port takes from the source.
Transformers (AD =1, B =0, C = 0) and gyrators (BC=1,A =0, D = 0)
are non-energic two-ports.

In the following example we will present two models for transformers that
can be derived from the models presented in Figure 2.24.

Example 2.7

Let us assume we need a network model of an ideal transformer such as the
one in Figure 2.22A. The transmission-1 parameters of an ideal transformer are:
AD =1, B = 0and C = 0. Hence, we can use the two-port models for A # 0
and D # 0.

The model for A # 0 with A = 1 is shown in Figure 2.22B.

The model for D # 0 with D = n is shown in Figure 2.22C.

It can be seen that both models are equal: one can be derived from another after
interchanging the input port and the output port, while replacing the turns ratio
n with its reciprocal value.

Transformers and gyrators have an available power gain of unity; this di-
rectly follows from (2.27).

Two-ports of which the sum of the powers dissipated in the controlled
sources is negative, deliver more power to the load than they take from the
source. They are called active two-ports.

Practical implementations can be constructed from passive devices and
power sources.™#

If a two-port delivers less power to the load than it takes from the source, it
can still be an amplifier. As discussed before, all amplifiers have an available
power gain larger than unity, but the actual power gain in an application may
be much less.

The high-level models presented here do not tell us anything about the
power losses in the amplifier. They only model the power delivered to the
load and the power taken from the source. Hence, if there are losses in an
amplifier we have to add them to the model.

So, if an amplifier has an output impedance of 502 and it delivers a voltage
of 1V into a 50Q) load, it does not mean that there is a 50Q) resistor in series or
in parallel with the load that reduces the power efficiency of the amplifier to
50%. At a later stage, we will discuss the design of accurate port impedances
without degrading the power efficiency of the amplifier.

Similar things can be said about the relation between the input impedance
and the noise performance. If an amplifier has an input impedance of 500,
and the input port is connected to a source with an internal impedance of 5002
it does not mean that this amplifier contributes as much noise as the source.
At a later stage, we will discuss the design of accurate port impedances with-
out degrading the noise performance of the amplifier.

General network model

Figure 2.23 shows a general model that can be applied in all situations. The
model comprises a nullor: a network element that consists of a nullator and
a norator. The nullator sets the network condition: zero voltage across its
terminals with no current flow through it. The norator provides an extra
degree of freedom to satisfy this condition by introducing an unknown port
current I,. In this way, we simply implemented the equations:

Vs — Vi = A(Vs — V3) + B,
I; =C(V1 — V) + DI,

(2:31)

I; 1,
+ el T+
Vi Vo
A . -—
IO
+ nl, + :
v & P
B — —
I;
—_— L7
+ b +
1y, T v,
C A -

Figure 2.22: Network models of ideal
transformers.

A. Symbol of ideal transformer

B. Network model for voltage-controlled
output port

C. Network model for current controlled
output port

*In the strict sense, transistors are passive
devices.

(4) T T (2)
nullator norator

Figure 2.23: Universal 4-terminal network
model of a two-port with T1 parameters.
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where V3 — Vy =V,and V4 — V, = V.

Readers who are not familiar with the concept of the nullor are invited to
study Chapter 18.

The MNA matrix stamp of this two-port is:

0 0 0O 00 0O -1 0 %
0 0 0 0 0 O 1 0 Vs
0 c -co0oo0 0 D 1 Vs
0| = -C C 00 O —-D o0 Vi |, (2.32)
0 0 0 0 0 O 0 -1 Vs
0 0 0 01 -1 0 0 I,
0 -A A 1 0 -1 -B 0 I;

where V,, is the voltage at node (1) with respect to that of the reference node
(0). For more information about modified nodal analysis and matrix stamps,
please refer to Chapter 18.

The simpler models from Figure 2.24 require at least one nonzero coeffi-
cient in their T1 matrix.

Figure 2.24: Network models of am- ,
plifiers that have at least one nonzero L L=l L 10, 0=
transmission-1 matrix parameter. + + o

From top to bottom:

1. Left: High-level model for amplifiers é; é; - 1
having A # 0. Vi Dlol CVol " V, =

1. Right: Voltage-controlled voltage =B, —
source (VCVS): B=C=D =0. - - =

2. Left: High-level model for amplifiers
having B # 0.

2. Right: Voltage-controlled current I B+#0 I, A,C,D=0
source (VCCS): A=C=D =0. > —

3. Left: High-level model for amplifiers
having C # 0.

3. Right: Current-controlled voltage —
source (CCVS): A =B =D =0.

4. Left: High-level model for amplifiers

=

~
+|
+

I =+
S
=
_<]>_
Q
N
_QD_
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|~
=
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N
_<]>_
IS+
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—

having D # 0. I C#0 I, A,B,D=0
4. Right: Current-controlled current + g + + +
source (CCCS): A =B =C=0. AV, 21 N
Vi - - 1
BI, -2I,
I D#£0 I, A,B,C =0
+ & +
AV,
v R StenStin v 13
BI,

2.4 Modeling of the non-ideal behavior

In this section, we will discuss the modeling of errors that adversely affect
the information processing by the amplifier.

The amount of information that can be processed by any information pro-
cessing system is limited by the three fundamental physical limitations. Any
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physical system will:

1. Add noise to the signal
2. Suffer from speed limitations

3. Suffer from power limitations.

The influence of these limitations on the quality of the information transfer
strongly depends on:

1. The way in which the information is embedded in the signal
2. The applied technology

3. The way in which the observer perceives these errors

The influence of a particular physical effect that causes information pro-
cessing errors can often be characterized in various ways. There are many
ways, for example, to specify the amount of nonlinearity that can be accepted.
In audio applications, we often use the amount of harmonic distortion, while
for radio applications, the amount of gain compression and third-order inter-
modulation distortion are more useful measures.

Since the design method for amplifiers as presented in this book can be
used for a wide range of applications, we will use the most common descrip-
tion methods, but we will not discuss the perception of errors for all kinds
of applications. The designer of amplifiers should use error descriptions that
closely match the error perception in the particular field of application.

Before we begin with the description of the errors that result from the
fundamental physical limitations, we will first pay attention to the non-ideal
isolation between the three amplifier ports. The non-ideal port isolation'>
adds unwanted functionality to the amplifier. This undesired functionality
results in a sensitivity of the amplifier to power supply noise and common-
mode noise.

We will then discuss the modeling of non-ideal behavior due to the influ-
ence of the fundamental physical and the technological limitations. We will
discuss the modeling of the noise behavior, the dynamic behavior and the
nonlinear behavior, and introduce specific amplifier classes related to their
power efficiency.

2.4.1 Modeling of the source and load isolation

1
2V 1p g 17, +1
N\ 7tc i 2tc od
. [N - + + -
+ 1 ., 1
+O_ §IC — Iiq = - §]c;']od
+ +
ORI 2]V
I

Modeling of the non-ideal source-to-load isolation requires a four terminal
network description of the amplifier instead of a two-port model. This sim-
ply follows from network theory: the behavior of an electrical network with
four nodes can be fully described with three nodal equations (a 3 x 3 ma-
trix; see Chapter 18.2). A convenient representation that closely matches the
previous description of the amplifier’s behavior would use the transmission

> The input port, the output port and the
power supply port, see Figure 2.11.

Figure 2.25: Measurement setup for deter-
mination of the parameters of the two-port
with non-ideal port isolation
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parameters A, B,C and D, plus five parameters that describe the non-ideal
port isolation. Figure 2.25 shows the model of an amplifier with a floating
input port and its output port referenced to the ground. The sum of the cur-
rents that flow into the input port is defined as the common-mode current I.
The information is embedded in the differential-mode quantities Viy, I;z, V4
and I,4.

Descriptions for amplifiers with 3 x 3 matrices are rarely found. In prac-
tice, far simpler and, unfortunately, often incomplete description methods
for the imperfect port isolation are used. These simplified methods are only
valid for particular port terminations that are assumed during simplification.

It is common practice to describe the influence of the imperfect port isola-
tion with the common-mode rejection ratio CMRR, and the common-mode input
impedance Z.; only. Moreover, the CMRR is usually only defined for the
voltage transfer. It is defined as the ratio of a common-mode voltage V, at
the input of the amplifier and the differential-mode voltage Vj; which is re-
quired to compensate for the change in the output voltage V, due to this
common-mode voltage:

Ve

CMRR = Vo . (2.33)
id Voa=0

Alternatively, it can be defined as the ratio of the differential-mode voltage
gain Ay, = “%“ and the common-mode to differential-mode voltage conver-

sion gain A,y = VVUC":

Vod
Adm Via Ve

RR = = =—.
CM il il

Ve

(2.34)

The common-mode input impedance is defined as the ratio of the common-
mode input voltage and the common-mode input current:

Lem = —. (2.35)

It will be clear that a description of the non-ideal port isolation with only
two extra parameters can never be complete. Different drive and terminating
conditions for each input port terminal, generally result in different values
of the CMRR. This compels us to specify the conditions under which the
CMRR has been measured.

2.4.2 Modeling of the power supply isolation

An even more complex situation occurs if both the input port and the output
port are floating with respect to the power supply port and if there exists a
nonzero transfer from the power supply port to the input port or to the out-
put port, or vice versa. Figure 2.26 shows a network model for this situation.
The voltages at the port terminals with respect to the ground are denoted as
Vi --- V4. The currents that flow into the input port terminals are I; and I,
and the currents that flow out of the output port terminals are I3 and Iy.

The network model of the amplifier in this configuration requires five
nodal equations. Usually one of the power supply terminals is selected as
the reference node. The definitions of the common-mode and the differential-
mode quantities are listed in Table 2.3.

The coefficients of the 5 x 5 matrix can be divided into nine groups:

1. Four coefficients that describe the differential-mode transfer from input to
output
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Figure 2.26: Definition of input and output

lV 1 1
27 s7Z 52 quantities of a voltage amplifier with
AN 2 W O L{g—ﬁ:l_ floating ports.
</ — + + + T
1y V; — 1
~ 3%s 4o, | -lwv, I Voa 324
+ +1\-/— — W
V;c 2Vs +
40
Symbol Value Description Table 2.3: Definition of the common-mode
: - . ST . and differential-mode quantities for the

Via Yl V2 differential-mode nput VOltage differential amplifier with power supply
Ly 5 (I = Ib)  differential-mode input current from Figure 2.26
Vie 3 (V1 +V2) common-mode input voltage
I; L+ 1 common-mode input current
Vod Va—Vy differential-mode output voltage
Log 1(I3— 1) differential-mode output current
Ve 1(V3+V4) common-mode output voltage
Ioc L+ 1y common-mode output current
Vy Vy power supply voltage
I I(Vy) current flow through V),

2. Four coefficients that describe the common-mode input to differential-
mode output transfer

3. Four coefficients that describe the differential-mode input to common-
mode output transfer

4. Four coefficients that describe the common-mode input to common-mode
output transfer

5. Two coefficients that describe transfer from the power supply voltage to
the common-mode input quantities

6. Two coefficients that describe transfer from the power supply voltage to
the common-mode output quantities

7. Two coefficients that describe transfer from the power supply voltage to
the differential-mode input quantities

8. Two coefficients that describe transfer from the power supply voltage to
the differential-mode output quantities

9. One coefficient that describes the power supply voltage to power supply
current transfer.

In situations in which either the input or the output port has one terminal
in common with the power supply port, a 4 X 4 matrix representation is
sufficient.

However, the port isolation is usually only described by a few parameters.
As stated earlier, such a description can only be accurate if the connection of
the amplifier to its electrical environment is completely specified.

The most commonly used characteristics are:

1. The CMRR (see definition in expression 2.33).
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Figure 2.27: Two-port noise model con-
sisting of two noise sources connected to a
noise-free two-port.

2. The Power Supply Rejection Ratio: PSRR.

Like the CMRR, the PSRR is usually defined for voltages only. It is defined
as the ratio between the change in power supply voltage and the input
voltage that must be applied to compensate for its effect at the output:
VP
PSRR = —*~ . (2.36)
Via V,q=0

3. The common-mode input impedance Z,.

4. The rejection factor F for voltages (for voltage amplifiers with floating
input and output). It is defined as the ratio of the differential-mode voltage
gain and the common-mode voltage gain:

F = Yoi Vie (2.37)

Via Vo'
A large rejection factor, implies a relatively small common-mode transfer,
which, in a case of cascaded differential amplifiers, reduces the influence
of the next stage’s common-mode to differential-mode conversion.

2.4.3 Modeling of the noise behavior

The general aspects of noise modeling are discussed in Chapter 19. Readers
who are unfamiliar with noise in electronic circuits are advised to study this
chapter before continuing. They may also want to study the summary on
signal modeling to understand the concepts of probability density functions
and spectral density.

In section 19.2, it has been shown that the noise behavior of a two-port can
be modeled with the aid of two equivalent noise sources. Figure 2.27 shows
a noise model with those two equivalent noise sources at the input port:
a noise current source in parallel with the input port and a noise voltage
source in series with the input port of the amplifier. With the aid of the
Thévenin or Norton transformations, these two sources can be represented
by one equivalent input noise source of the same type as the signal source
(voltage or current source). This makes it possible to model the degradation
of the signal-to-noise ratio due to these two equivalent sources. The noise of
this source is usually called the total equivalent input noise or the total source-
referred noise.

Its evaluation will be elucidated in the following example.

Example 2.8

We will study the influence of the equivalent noise sources on the signal-to-
noise ratio at the output of the amplifier. Since the amplifier processes noise and
signals in the same way, this can be done by relating the RMS value of the source
voltage or current to the total equivalent input RMS noise voltage or current.
respectively.

Fiqure 2.28A shows a situation in which the source signal is a voltage. The
signal-to-noise ratio then needs to be expressed in terms of voltage ratios, hence,
we need to evaluate the total source-referred noise voltage.

In Figure 2.28A, the amplifier’s noise behavior is modeled with the aid of an
equivalent input voltage noise source V, and an equivalent input current noise
source I,,. The noise associated with the signal source Vs is modeled by Vys.

The total equivalent input noise voltage can now be obtained by transforming
the equivalent input current noise source I, into an equivalent input voltage noise
source using the Thévenin equivalent of I, and Zs, as shown Figure 2.28B. The
result with one equivalent input voltage noise source is shown in Figure 2.28C. If
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Figure 2.28: Determination of the total

_‘;@% + Zs _;/_n\ + equivalent input noise voltage for an
| — amplifier driven from a voltage source.
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we assume no correlation between I, Vi, and Vys, the spectral density Sy tor of
the total equivalent input voltage noise Vy, 1or can be obtained as:

?, (2.38)

where Sy, [V?/Hz] is the spectral density of Vys, Sy, [V?/Hz] is the spectral
density of V;, and Sy, [A?/Hz] is the spectral density of I,.

Svntot = Sv,. + Sv, + 51, | Zs

Noise figure

The total source-referred noise can thus be evaluated with the aid of its two
equivalent input noise sources, the source impedance and the noise associ-
ated with the source signal. The noise figure F is a measure for the deteriora-
tion of the signal-to-noise ratio due to noise added by the amplifier.’® It can  * The noise figure F of a system has been

now alternatively be defined as: defined in section 19.3.
(weighted) total equivalent input noise power
F= , . . (2:39)

(weighted) source noise power

According to this definition, we obtain:
) 2
S W d
F— fO Vn,tut | (f)| f (2.40)

Y Sv. WP df

In which W(f) is a weighting function that models the frequency dependent
noise sensitivity of the observer.

Determination of the equivalent input noise sources

Figure 2.27 shows an amplifier, modeled as a noise-free two-port with two
equivalent noise sources at the input. The spectral densities of these voltage
and current noise sources accurately model the amplifier’s noise behavior for
any input port termination.

In fact, these two noise sources model the contributions of all physical
noise sources that exists in the amplifier. They can be obtained by multi-
plying the internal noise sources of the circuit with the reciprocal values of
their associated transfer functions to the input current and voltage of the cir-
cuit. As a consequence, the equivalent input noise current and noise voltage
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sources may be partly correlated.
Transformation of internal noise sources to equivalent input noise sources

can be performed with the aid of two-port models. This will be elucidated in
the following example.

Example 2.9

We will calculate the total equivalent input noise of an amplifier that is modeled
as a noise-free two-port with two uncorrelated equivalent output noise sources, as
shown in Figure 2.29.

Figure 2.29: Noisy amplifier modeled as
noise-free two-port with two equivalent
output noise sources.

/7 n
I; Io - + I,
I
+ + + +
7
Vi — Vo

— =
_/ +
—(4,B,C, D) —

We have the following network equations:

v A B 1A
(%)-(e2)(%) e

Vo=Vo+Vy, (2.42)
I = I+ 1In, (2.43)

where V,, and 1,, denote the equivalent output noise sources. If we substitute the
expressions for V, and 1, in the two-port equations, we obtain

Vi\ (A B V, =V,
(i)-(en)(eu) a0

The output noise sources can now be transferred to the input:
Vi+ AV, + BI A B Vi
Al n n _ o). (2.45)
I; + CV, + DI, Cc D I,

Figure 2.30: Circuit equivalent to that of
Figure 2.29, but now with equivalent input I AVy, BI
7

noise sources. — _O+ _\/+ . . _Ii_+
Vi CVnT DInT o Vo
(A,B,C,D)|———

Expression 2.45 and Figure 2.30 clearly show correlation between the volt-
age noise and the current noise. Both the total noise voltage and the to-
tal noise current consist of contributions of the two originally uncorrelated
sources V; and I,. In the next example, we will demonstrate how to evaluate
the total equivalent input noise for partly correlated input noise sources.

Example 2.10

Let us now connect a signal voltage source Vs with internal impedance Z;
to the input of the amplifier from Figure 2.30, and calculate the total equivalent
input voltage noise.

Fiqure 2.31A shows the initial model. The spectral density of the voltage noise
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Figure 2.31:
A Vs AV, BI, A. Amplifier from Figure 2.30 con-
g _/\+ _/'\+ _/'\+ nected to a signal source V; with source
+ _/ _/ U/ 4L ax aL impedance Z;.
V, 7 B. Equivalent noise model.
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associated with the source is Vs is given as:
Sy,. = 4kTRe {Z} . (2.46)
The noise V,s is assumed to be uncorrelated with I, and V,,.
With the aid of the Thévenin transformation, we can convert the current noise
sources into equivalent voltage noise sources. Figure 2.31B shows the result of
this transformation. Figure 2.31C shows the final model in which the total source
referred noise Vyor has been represented with one voltage noise source. The power
spectral density of Vyeq of the total noise is obtained as:
SV = 4kTRe (Zs) + |A+ CZ|* Sy, + |B+ DZ|*S;,.  (2.47)
S~
2 2 2 3 2 3
+ R v T
4 = =R R 1" = =
: ! N /
1 S
A ' B C 1 1

Transformation of noise sources can sometimes be simplified using net- Figure 2.32: Network transformation:
work transformation techniques. The use of Thévenin and Norton equivalent netfi)ﬂf:éve“in and Norton equivalent
networks has already been demonstrated in the previous examples. Figure (B) voltage shift theorem
2.32 shows the Thévenin and Norton transformation, as well as Blakesley’s (C) current split theorem.
voltage shift theorem (see [Blakesley1994]'7) and its dual version, the current 7 T. A. Blakesley. A New Electrical The-
split (redirecetion) theorem. orem. Proc. Phys. Soc. London, 13:65-67,

The current split theorem states that the network solutions remains un- 994
changed if a current flowing from node (1) into node (2) is redirected via
node (3). The voltage shift theorem states that the network solutions remain
unchanged if a voltage source is shifted from one branch through a node and
inserted into all the other branches connected to that node.

Example 2.11

In this example, we will evaluate the influence of impedance in series and in
parallel with the signal path on the noise performance using the above network
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Figure 2.33:

The noise sources in this figure are
uncorrelated. The plus signs in the figure
indicate the summation of the Fourier
Transforms of noise voltages or currents,
rather than the summation of RMS val-
ues. A: Amplifier with equivalent input
noise sources, signal (current) source and
impedances in series and parallel with the
signal path.

B: V,, is shifted through node (2).

C: The network between node (2) and
(0) has been replaced with its Norton
equivalent circuit: the currents in parallel
with Y}, and the voltages in series with Z,
have been totalized.

D: The total noise current in parallel
with the input port of the amplifier has
been redirected over node (1): the noise
currents in parallel with the signal source
have been totalized.

E: The circuit between node (1) and
node (2) has been replaced with its
Thévenin equivalent circuit.

F: The series connection of the voltage
of this Thévenin equivalent circuit and the
source adtmittance Y; has been replaced
with its Norton equivalent circuit; the
currents in parallel with the signal source
have been totalized.

o [,: equivalent input current noise of the amplifier. It has a spectral density Sy,

o Vy: equivalent input voltage noise of the amplifier. It has a spectral density Sy,

Let us consider the circuit from Figure 2.33A. It shows a signal current source
Is with a source admittance Ys, which has been connected to an amplifier through
a passive network that consists of an admittance Y, in parallel with the signal
path and an impedance Zs, in series with the signal path. The uncorrelated noise

sources in Figure 2.33A are:

ns: current noise associated with Ys. It has a spectral density Sy, = 4kT Re(Y5)

A?/Hz.

A?/Hz.

V?/Hz.
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° Iy /Ic_;trrent noise associated with Yy. It has a spectral density S;, = 4kT Re(Y))
A?/Hz.

* Vie: voltage noise associated with Zs,. It has a spectral density Sy,, = 4kT Re(Zs.)
V?/Hz.

The noise transformation steps have been listed with the figure. Please notice
that all the above noise sources are assumed uncorrelated. Hence, the plus signs
in the figure indicate the summation of the Fourier Transforms of noise voltages
or currents, rather than the summation of RMS wvalues.

The spectral density Sy, . of the total equivalent input noise I, o is obtained
as:

n,tot

2
Sivir = Stws St 11+ ZeeYs | + Sy, |[Yp + Vs (1+ ZeoYy) |
+ S5, [1+4 Zeo Yo + Sy, Vo] (2.48)

Evaluation of the noise performance with the aid of network transforma-
tions, as illustrated in the previous example is not always the fastest or the
most straightforward method. It is also difficult to automate this procedure.

Clear and straightforward noise analysis can be performed with the aid of
the modified nodal analysis technique. This method is used by SPICE-like
simulators and by SLICAP.

The procedure is as follows:

1. Set up the matrix equations of the network and use independent sources
for uncorrelated noise sources and for the signal source. Correlation be-
tween noise sources needs to be modeled with the aid of controlled sources.

2. Define the load quantity: a nodal voltage or a current through a voltage
source.

3. Define the source quantity: the voltage or current of an independent
source.

4. For each noise source:

(a) Evaluate the squared magnitude of the transfer function from that
noise source to the load quantity.

(b) Evaluate the contribution to the load-referred noise by multiplying the
spectral density of that noise source with the result from the previous
step.

5. The total spectral density of the load-referred noise is found by adding all
of the above contributions.

6. The total spectral density of the source-referred noise is found by dividing
the above result by the squared magnitude of the source-to-load transfer.

This procedure will be elucidated in the example below.
Example 2.12

Figure 2.34 shows a signal source represented by a current source I in parallel
with a capacitance Cs. This signal source is connected to the input of a noisy
two-port. An attenuator that consists of a series impedance Zs and a parallel
admittance Y, has been placed between the current source and the input port
of the noisy two-port. The noisy two-port is modeled as a noise-free two-port
with an equivalent-input noise voltage source V, and an equivalent-input noise
current source I,. Noise sources associated with Zs and Y, have been included.
The spectral densities of the noise sources have been shown in the figure.
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Figure 2.34: A capacitive current source
cascaded with a passive network is con-
nected to the input of a noisy two-port.

We will determine the spectral density of the total source-referred current noise
using Modified Nodal Analysis. We will use the voltage at node 4 (V) as the
output variable. By doing so, we do not need to include the noise-free two-port in
the matrix equations. This is allowed if the transfer from Vy to the actual signal
load differs from zero. For the sake of simplicity, we will assume this to be the

case.

Ve
3 -t

3 )
O

q@ myp qé L
"(A,B,C,D)

Signal source impedance in admittance in  equivalent-input  noise-free two port
with internal series with parallel with noise sources of
impedance signal path signal path the noisy two port

I,: Signal source

Vz: Noise voltage associated with Zs. Spectral density: Sy, = 4kTRe(Zs), V?/Hz
Iy: Noise current associated with Y,,. Spectral density: Sy, = 4kTRe(Y,), A%/Hz
V,: Equivalent-input noise voltage of the two port. Spectral density: Sy, V2/Hz
I.: Equivalent-input noise current of the two port. Spectral density: Sr., A%/Hz

The MNA matrix equation for the circuit, excluding the noise-free two-port
can be written as:
I=MV. (2.49)

In this equation, 1 is the vector with the Fourier Transforms of the independent
noise and uncorrelated noise voltages and currents:

1=(00 & L v, V). (2.50)

The matrix M is the MNA matrix (see Chapter 18):

jwCs 0 0 0 -1 0
1 1
0 2 -z 010
M—| 0 -2 Z+v, 0 0 1| (2.51)
0 0 0o 0 0 1
-1 1 0 0 0 0
0o 0 -1 1 0 0

and V is the vector the Fourier Transforms of the dependent variables:

V= ( V1 Vz V3 V4 IVZ IVE ) . (2.52)
The voltage Vy can be obtained with the aid of Cramer’s rule:
_ detM’ (2.53)
7 detM’ 23
where:
jwCs 0 0 0 -1 0
o z -2 0 1 0
11

M — 0 -z Zz+Y Iy 0 -1 (2.54)

0 0 0 I, 0 1

-1 1 0 Vz 0 0

0 0 -1 Ve 0 0

In order to evaluate the source referred noise, we need to know the transfer
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from the source to Vy. This transfer can be obtained as:

Vi cofactor(M, 1,4)

L= Jot M , (2.55)

where:
e cofactor(M, 1,4) = (—1)+4) minor(M, 1,4)

e minor(M, 1,4) : determinant of matrix M, after deleting row 1 and column 4 :

0 7z -z 10
0 -2 z+Y, 0 -1
minor(M, 1,4) = det 0 0 0 0 1 (2.56)
-1 1 0 0 0
0 0 -1 0 0
The source-referred noise I,s can thus be obtained as:
\% detM’
Intot = 1 = ———— (257)

2 cofactor(M, 1,4)"

After collecting the terms for each (uncorrelated) noise source, the result can
be written as:
Litor = Lo (1 +jwcszs)
+ Iy (1 +ijsZs)
+ Ve (Yp + jwCs (1+ Y Zs))
+ VzjwCs. (2.58)
In this way, we found the transfer from each noise source to its source-referred
contribution. The spectral density of the total source-referred noise current is

found as the sum of the spectral densities of the individual noise sources, each
multiplied by the squared magnitude of their corresponding transfer:

Sp. = S, |1+ jwCsZs|*
+S5, [1+ jwCsZs |
+ Sy, [V + jwCs (1+ Y, ) |?
+ Sy, w?C2. (2.59)

Determination of the equivalent input noise sources by measurements

If we want to determine the equivalent noise sources through measurements,
we connect a spectrum analyzer to the output of an amplifier and measure the
output voltage noise spectrum Sy, [V*>/Hz] for two different terminations
for the input port :

1. The input terminals of the amplifier are shorted
2. The input terminals of the amplifier are left open.

Figure 2.35 shows the noise measurement setup. The amplifier is modeled
as a noisy two-port with transmission-1 parameters A, B, C, D. It has a finite
input impedance Zy,.
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Figure 2.35: Determination of the equiv-
alent input noise sources with the aid of
noise measurements.

(A) The equivalent input noise voltage
is determined from noise measurements
with the input port shorted.

(B) The equivalent input noise current is
determined from noise measurements with
the input port left open.
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With shorted input port terminals (see Figure 2.35A), the equivalent input
noise current I, flows through the short. The measured output noise must
then be caused by the equivalent input noise voltage source V,. The spectral
density Sy, [V?/Hz] of the input noise voltage V}, can thus be found with the
aid of expression (2.12) as:

2

Sy, = ‘A + E Sym [V?/Hz]. (2.60)

Zm

When the input port is left open (see Figure 2.35B), the equivalent input

noise voltage V}, is floating, thus the measured output voltage noise can only

be caused by the equivalent input noise current source I,. The spectral den-

sity S;, [A*/Hz] of the input noise current I, can then be found with the aid
of expression (2.14) as:

D 2
Sln = ’C+ T Svm [AZ/HZ] (2.61)

m

Design conclusions

Expression 2.48 clearly shows the result of inserting impedances in series or
in parallel with the signal path between the source and the input port of an
amplifier:

1. If an impedance in series with the source has a nonzero real part, it adds
noise.

2. Any nonzero impedance in series with the source increases the contribution
of the equivalent input noise current of the amplifier.

3. If an admittance in parallel with the source has a nonzero real part, it adds
noise.

4. Any admittance in parallel with the source increases the contribution of the
equivalent input voltage noise of the amplifier.

From this, we obtain an important design conclusion:

Insertion of impedances in series or in parallel with the signal path at the input
of the amplifier should be avoided!
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The deterioration of the signal-to-noise ratio due to the insertion of impedances
in series or in parallel with the signal path between the source and the input
of the amplifier can be explained as follows.

In general, those impedances reduce the available signal power at the in-
put port of the amplifier. Hence, if we first reduce the available power of
the source and then add noise, it will become clear that the signal-to-noise
ratio will be lower compared with the situation in which no attenuator was
inserted.

Only in narrow-band applications, the insertion of impedances in parallel
or in series with the signal path between the source and the input port of
the amplifier may result in an improvement of the signal-to-noise ratio in the
frequency band of interest. Such situations will be discussed at a later stage.

2.4.4 Modeling of the power efficiency

The power efficiency ;7 of an amplifier is defined as the ratio of the load power
Py and the power Ps delivered by the power supply sources of the amplifier:

P,
1=,

The ideal amplifier has a power efficiency of at least unity. Real-world am-
plifiers have a power efficiency less than unity.

. (2.62)

Two-port model

We have modeled the ideal amplifier as a two-port. The output port of this
two-port can be modeled as a controlled source or, in the case of negative
feedback, as a norator.® This element delivers the load power in case there * This will be discussed in Chapter 7.
are no impedances placed in series or in parallel with the load. In real world
amplifiers, the power that needs to be delivered by the power supply exceeds
the load power. This is the result of power losses in the amplifier.
Power losses (dissipation) in amplifiers arise from:

1. Quiescent losses

Electronic circuits may consume power even in the case in which no power
Output port
of two-port

or energy is transferred to the load. These quiescent losses are measured
in the absence of a source signal. =77 7"7 i

Quiescent losses can be modeled with the aid of a voltage source V5 and delivers p
load power ‘ Ze

a nonlinear resistor Rg. This is shown in Figure 2.36. If Vj is equal to
the supply voltage, the v — i characteristic of this nonlinear resistor should ____ 1
equal that of the power supply port of the amplifier. The quiescent losses

then equal the power dissipated in this nonlinear resistor. Amplifier power port
1
2. Signal-dependent losses and energy storage delivers 7, A
& P &Y & SIS _g ): Il\fc?nlinear
Voltage drop across devices, as well as current flow through devices, may s =T7\ T resistor
result in energy storage or power dissipation in those devices. Energy boooe
stored in d.ev1ces that, under dynaml.c signal conditions, is not fully ex- Figure 2.36: Load power delivered by the
changed with the power supply, contributes to power losses. output port and quiescent power delivered

Signal-dependent power dissipation and energy storage can be modeled by Ve

with the aid of two controlled sources: a voltage-controlled source and a
current-controlled source.

Figure 2.37 shows the application of a linear voltage-controlled voltage
source and a linear current-controlled current source for this purpose. In
this figure, the impedance Z, models the frequency-dependent and signal
dependent energy storage and power dissipation in the case in which the
amplifier output terminals have been left open. The impedance Zs, models
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Figure 2.37: Load power delivered by the
output port and load voltage-dependent
and load current-dependent power losses
and energy storage, modeled with the
aid of controlled sources and linear
impedances.

Output port

of two-port
______ | Iy
+ ! +
delivers : 7 v
load power | ¢ ¢
= X -
]
D=1
— -
Load voltage dependent + +
power losses and energy Z, A=1 Load current dependent
storage ! 7 _ Zse power losses and energy
storage

the frequency-dependent and signal dependent energy storage and power
losses in the case in which the amplifier terminals have been shorted.

However, modeling of the power losses and of the energy storage as de-
scribed above is seldom performed. This is because:

(a) Linear models for power losses and energy storage seldom apply to
real world amplifiers in which those effects usually show a strong non-
linear relationship with the load voltage and the load current.

(b) The above model does not provide design information other than min-
imization of energy storage and power losses in elements that carry
signal.

Impedances in the signal path

We have seen that insertion of impedances in series or in parallel with the
signal path adversely affects the signal-to-noise ratio. Similarly, insertion of
such impedances also reduces the power efficiency. In properly designed
amplifiers, the largest signal excursions occur at the load. For this reason,
care should be taken with insertion of impedances in series or in parallel
with the load:

1. If an impedance in series with the load has a nonzero real part, it decreases
the power efficiency because it dissipates power.

2. If an impedance in series with the load has a nonzero imaginary part, it in-
creases the energy storage in the amplifier. If, under dynamic signal con-
ditions, this energy is not recovered, it results in an increase of the power
dissipation of the amplifier and reduces its power efficiency.

3. If an admittance in parallel with the load has a nonzero real part, it decreases
the power efficiency because it dissipates power.

4. If an admittance in parallel with the load has a nonzero imaginary part, it
increases the energy storage in the amplifier. If, under dynamic signal con-
ditions, this energy is not recovered, it results in an increase of the power
dissipation of the amplifier and reduces its power efficiency.

In narrow-band amplifiers, the power efficiency of the amplifier does not
necessarily degrade due to energy storage. In such amplifiers, the power
losses can be minimized with the aid of resonant circuits.
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2.4.5 Power losses and amplifier classes

More accurate modeling of the power losses requires knowledge about the
amplifier’s internal structure, especially about its output stage.

Many amplifiers have to provide bipolar currents to their loads.”® The
electronic devices from which they are constructed, however, are operating
in unipolar mode®*°. As a consequence, devices in output stages can either
source a current to a load, or sink a current from a load as shown in Figure
2.38.

One method for delivering bipolar currents is to add a bias current to a
device such that it will conduct for both positive and negative load currents.
Amplifiers that use this principle are referred to as class A amplifiers. Their
output stage is said to operate in class A mode: the output device conducts
during the source and the sink phase. Class A output stages suffer from a low
power efficiency. Different classes of output stages have been developed to
increase the power efficiency of amplifier output stages. A short overview is
given below.

1. Class A: a sourcing output device and a sinking output device both con-
duct during the entire source phase and during the entire sink phase.

Class A amplifiers suffer from a low power efficiency.

2. Class B: a sourcing output device conducts exclusively during the entire
source phase, while a sinking output device conducts exclusively during
the entire sink phase.

A class B amplifier has no overlap between the source and the sink phase.
In practice, this will never be the case: either there will be an overlap (class
AB operation) or there will be a dead zone (class C operation). Class B,
therefore, is a concept without implementations.

3. Class AB: a sourcing output device conducts predominantly during the
source phase, while a sinking output device conducts predominantly dur-
ing the sink phase.

All operational amplifiers and almost all low-frequency non-switching
power amplifiers have a class AB output.

The power efficiency of class AB amplifiers exceeds that of class A ampli-
fiers.

4. Class C: a sourcing and/or a sinking output device conduct only during
a part of the source phase and/or the sink phase, respectively.

Class C output stages produce a large amount of distortion due to a dead
zone in their transfer. In narrow-band applications the resulting distortion
components can be attenuated with band pass filters. Class C amplifiers
are often applied as narrow-band RF output stages with a relatively high
power efficiency.

5. Class D: switching output stage.

Class D amplifiers have a switching output stage. The information at the
output of the switching stage is the low-frequency contents of a PWM?=*
signal. This low-pass contents is passed to the load through a low-pass
filter. High-frequency components of the PWM signal are reflected into
the power supply. This gives the class D amplifier a high power efficiency.

6. Class E: tuned (narrow-band) resonant switching output stage.

Class E amplifiers are resonant switching amplifiers: a switch closes
when the voltage across it equals zero. A narrow-band and slightly de-
tuned series resonator is placed between the switch output and the load.
Class E amplifiers are applied as RF transmitter amplifiers. They exhibit a
better power efficiency compared with class C amplifiers.

9 Bipolar currents: currents that can flow in
positive and negative directions.

Unipolar currents: currents that flow in
either a positive or negative direction.
2 Single-quadrant operation in the v — i
plane.

+
Amplifier
output port

llsource

Figure 2.38: The amplifier sources current
to its load if the current flows out of its
positive output terminal. The amplifier
sinks current from its load if the current
flows into its positive output terminal.

21 Pulse Width Modulated
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7. Class F: tuned (narrow-band) switching output stage with stacked output
filters
Class F amplifiers are switching amplifiers with a more complex output
filter. This filter is designed such that the voltage at the output of the
switches approximates a square wave, while the load voltage is sinusoidal.
These amplifiers are used in narrow-band applications.

8. Class G: class AB with step-wise adaption of the power supply voltages
to the load voltage
Class G amplifiers have class AB output stages of which the power sup-
ply voltages are step-wise adapted to the load voltage.
This technique reduces the power dissipation of the class AB amplifier.

9. Class H: class AB with continuous adaption of the power supply voltages
to the load voltage
Class H amplifiers have class AB output stages of which the power
supply voltages are continuously adapted to the load voltage.
With this technique, a low and constant voltage drop across the output
devices minimizes the power dissipation.

It is common practice to speak of linear amplifiers (class A, B, AB and C)
versus switching amplifiers (class D, E and F). Unfortunately, this is rather
confusing and conceptually wrong. All amplifiers are intended to be linear,
and switching is not the opposite of linear. It would be better to speak of
amplifiers with switching output stages and those with non-switching out-
put stages. Alternatively, one could speak of baseband output stages and
modulating output stages.

In the following example, we will evaluate the power losses of an amplifier
that periodically charges and discharges a capacitive load.

Example 2.13 The amplifier has a positive supply voltage source with a value

Vp and a negative supply voltage source with a value Vy,. In the absence of an
input signal, the amplifier draws a negligible quiescent current. Hence we may
assume class B operation.

When charging the load with a charge q(t), the positive supply delivers the
source current iy(t):

. d
in(t) = 2a(t). (2.63)

The momentary source power Py (t) delivered by the positive supply source
can be calculated as:

P (1) = iy(H)V, (264)

The average supply power P, over period T delivered during the charging phase
can be calculated as:

=1 [" e, (2.65)
= % /0 Tip(t)Vpdt, (2.66)
— %/OT %q(t)vpdt, (2.67)
= 7 @(T) ~4(0)) v, (269

where q(T) is the load charge at the end of the charging phase, say, Qp, and q(0)
is the load charge at the start of the charging phase, say, Q,, we can write:

1

P = T (Qp - Qn) Vp. (2.69)

If the load conserves the charge, the power dissipation in the load is zero and
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the power delivered by the positive supply is dissipated in the amplifier.

During a discharging phase, the negative voltage supply delivers the sink cur-
rent. The average supply power Py over the period T delivered during the dis-
charging phase can be similarly obtained:

Py = % (Qn - Qp) Vi (2.70)

Again, if the load conserves the charge, this power is dissipated in the amplifier.
Hence, if the amplifier periodically charges and discharges a capacitive load,
the average power dissipation in the amplifier P4 can be obtained as:

Py = (Qp - Qn) (Vp - Vn) , (2.71)

==

ot, alternatively,
Py = fQpp (Vp = Vu)., (2.72)

where Qpy is the peak to peak charge.
If the load is a linear capacitor with a capacitance Cy, we may write:

Qpp = CeVp, (2.73)

where Vyy, is the peak to peak load voltage. After substitution of (2.72) in (2.73),
we obtain:

Py = fCyp(Vy—Vy) Vpp. (2.74)

From this we see that although the amplifier is loaded with a lossless element,
the periodic change of the energy storage in it results in amplifier losses.

2.4.6 Modeling of the small-signal dynamic behavior

The ideal amplifier is an instantaneous, linear time-invariant system. How-
ever, due to the fundamental limitation of speed, all real world amplifiers will
behave like dynamic systems. In fact, they will behave like nonlinear dynamic
systems. The specification and design of amplifiers, however, is strongly facil-
itated by separating performance aspects such as nonlinearity and dynamic
behavior. For ease of design, we consider them either as linear(ized) dy-
namic systems or as nonlinear instantaneous systems. At relatively low rates
of change of the signals, such an approach is almost always justified. Hence,
the amplifier’s behavior for small signals up to high frequencies may be con-
sidered linear dynamic, and its behavior for low speed signals up to large
signal excursions may be considered as nonlinear instantaneous. Behavior at
relatively high rates of change of the signals is often referred to as large signal
dynamic behavior. This will be discussed later.

The reader is assumed to be familiar with the modeling of linear time-
invariant dynamic systems. Those who are not, or those who want to refresh , » ,
their knowledge, can find a summary on modeling of linear time invariant-  Figure 2.39: Example of a small-signal step

dynamic systems in Chapter 17.4. response of an amplifier.
The small-signal dynamic behavior of an amplifier can be characterized ag
Hh- overshoot
with: " ¥
. . 90% " .
1. Time-domain responses: 08 B
0.6 -
(a) Impulse response h(t). The unit impulse response is only of theoretical ~ s0% —i#ﬁ—ay time
0.4
use. /
(b) The step response a(t) = jioo h(T)dT is often used for time domain o -
characterization. As a matter of fact, a periodic square wave signal is T a 05 08 T

often used instead of a single step. The response to such a periodic  Figure 2.40: Characterization of a step
signal can easily be observed on an oscilloscope (see Figure 2.39). response.
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» MFM: Maximally Flat Magnitude.

Characterization of the step response is done in terms of:

i. Settling time: the time it takes before the difference between the sig-
nal value and the final value stays within a predefined error budget

ii. Final value: the value after settling

iii. Ringing, overshoot and undershoot: peak errors with respect to set-
tling value

iv. Delay time: the time it takes to reach 50% of the settling value

v. Rise time: the time it takes to rise from 10% to 90% of the settling
value

vi. Fall time: the time it takes to fall from 90% to 10% of the settling
value

vii. Droop or tilt: rate of change of a relatively slow signal change after
settling

Figure 2.40 shows a step response with the definition of the most im-
portant parameters.

2. Frequency domain description: the transfer function H(jw) is the Fourier
transform of its unit impulse response h(t). It can be characterized by:

(a) Bode plots. These plots consist of a magnitude versus frequency plot
|H(jw)| and a phase versus frequency plot ¢(jw) = arg(H (jw))

(b) The transfer bandwidth B of H(jw), which is characterized by means
of the low frequency —3dB frequency and the high frequency —3dB
frequency and the order of the low-frequency and high-frequency roll-
off

(c) The group delay 7(w) versus frequency: T(w) = —d¢(w)/dw
(d) The real part and the imaginary part of H(jw) versus frequency

This can be a useful presentation for the small-signal port impedances.
If the real part of a port impedances is positive for all frequencies, the
amplifier is stable for all termination impedances of that port. In other
words the reflected power at that port is always less than the power
transmitted to that port.

3. Complex frequency domain description: the system function H(s) is the
Laplace transform of its unit impulse response ()

(a) The amplifier’s system function H(s) is often characterized by means
of its poles and zeros.
As we will see later, this representation method is often used during
design. Performance evaluation by means of measurements is always
done with time domain of frequency domain measurements.

(b) Poles and zeros are real or complex conjugated.

(c) A system is stable if all system poles have a negative real part.

All these description methods can be translated into each other. The reader
is assumed to be familiar with relations between pole-zero diagrams, Bode
plots and step responses.

Figure 2.41 shows various graphic representations of the small-signal dy-
namic behavior of a second order low-pass transfer function with an MFM
characteristic.**
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2.4.7 Modeling of the static nonlinear behavior

In this section, we will discuss deviations from the linear behavior of ampli-
fiers. General techniques and for describing stationary instantaneous nonlin-
ear behavior have been summarized in section 17.5. Readers who are not fa-
miliar with Taylor series and with the terms ’offset’, 'nonlinearity’, ‘differen-
tial gain’, "harmonic distortion” and ‘intermodulation distortion” are referred
to this section.

Instantaneous, DC and AC behavior

Description methods for the static or instantaneous behavior of amplifiers
are valid for amplifiers that behave instantaneously. In practice, this does not
necessarily mean that the amplifier shows no dynamic behavior. It simply
means that dynamic effects are not of interest, or simply neglected because
they are too small. This may be the case if one is only interested in the DC
solution of a network, or if the frequencies of the poles and zeros are outside
the frequency range of interest.>3

In electronics, it is common practice to speak of DC behavior and of AC

Figure 2.41: Various representations of the
small-signal transfer of a linear stationary
dynamic system.

» DC: direct current
AC: alternating current
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VoQ XZ»

Figure 2.42: Example of a static I,,(V},)
relation of an amplifier port.

behavior. The DC behavior of a circuit describes the behavior of a circuit
all the capacitors of which have been replaced with open circuits and all
inductors with short circuits, and in which all independent sources have their
DC values, as described in section 18.3.2. The modified circuit thus shows no
dynamic elements and behaves instantaneously. The AC behavior of a circuit
describes the small-signal dynamic behavior at an operating point. The circuit
is linearized at an operating point, obtained with a DC analysis. This small-
signal model is also valid at zero frequency. The term AC is thus somewhat
misleading.

The operating point of a circuit at a time instant ¢ is the network solution
of the circuit that instant in time. This solution accounts for flux in inductors
and charge on capacitors and is generally not the same as the DC operating
point in which such initial conditions are usually ignored.

In the network simulation program SPICE, these two operating points are
known as:

* The DC operating point

¢ The operating point using initial conditions (UIC).

Example 2.14

An amplifier with a frequency-independent transfer between 10Hz to 10MHz
shows an approximate instantaneous behavior over this frequency range. The
DC transfer of this amplifier may, however, strongly differ from the AC transfer
over this frequency range. An audio amplifier, for example, should behave in-
stantaneously at audible frequencies, however, a nonzero DC transfer is neither
necessary nor desirable.

Amplifiers that need to transfer signals with zero frequency are usually
called DC amplifiers.

Bias and offset quantities

In section 2.2, we have characterized the instantaneous behavior of amplifiers
with three curves:

1. The input port’s v — i characteristic
2. The input port to output port transfer characteristic

3. The output port’s v — i characteristic.

For ideal amplifiers, these curves are straight lines through the origin, but
in practice, these curves will be nonlinear and not pass the origin.

Figure 2.42 shows an example of a static nonlinear v — i characteristic of
a port. If we can select a point Q = (Vq, ;o) of this curve as the desired
quiescent operating point of that port, this means that, in the absence of a
signal, the port should operate in Q. This can be achieved by inserting a
bias voltage source Vg in series with the port and a bias current source I,g in
parallel with the port, as shown in Figure 2.43. By doing so, the quiescent
operating point of the port becomes (V,o, Ig), while that of the termination
(source or load) is (0,0). Hence, in this way, the poert operates in its de-
sired operating point, which does not depend on the DC characteristics of a
passive, nonlinear termination.

Application of the correct operating point to electronic devices is called
biasing. In practice, after the devices have been biased, small offset errors
may remain due to device tolerances, supply voltage variations, temperature
variations and other causes. The influence of those small offset errors can be
evaluated in a similar way as noise: small output offsets may be converted
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into equivalent input offsets, or vice versa, using a linearized model for the
two-port.

Figure 2.44 shows a two-port of which those offset errors have been mod-
eled with the aid of equivalent input current and voltage offset sources. As
with noise, two equivalent offset sources are required for correct modeling
for all DC port terminations.

Common-mode port bias quantities

Although we do not (yet) want to discuss the detailed design of electronic am-
plifiers, we should realize ourselves that practical amplifiers always exhibit
limitations that directly depend on the properties of the electronic devices
from which they have been constructed.

One of those limitations is that the operating voltage of electronic devices
is limited by the power supply voltage and by the breakdown voltages of
these devices. This poses limitations to the amplifier’s terminal voltages,
which is of particular interest for amplifiers with floating ports. In those
cases, proper (common-mode) operating conditions for the floating port need
to be provided by external circuitry.

¢ The common-mode bias voltage of an amplifier port is defined as half the
sum of the port terminal voltages that need to be applied for correct port
operation.

® The bias current is defined as the current that needs to flow into a port
terminal for proper port biasing.

These definitions have been elucidated in Figure 2.45.

Clipping and voltage and current drive capability

The current and voltage drive capability of amplifiers is limited by the power
supply and by voltage and current limiting mechanisms in the amplifier itself.
If an amplifier delivers its maximum drive capability, we speak of clipping or
hard-limiting of the output signal. It is usually characterized by the maximum
voltage the amplifier can deliver for a given output current or vice versa.

Figure 2.43: Insertion of a bias voltage
source V), in series with the port and a
bias current source I, in parallel with the
port, shifts the operating point of the port
with v — i characteristics depicted in Figure
2.42 from (0,0) to (V,0, Iy0)-

Figure 2.44: The influence of small input
port and output port offset voltages and
currents can be evaluated in a similar way
as has been done with noise sources.

+ ’ + Amplifier
In port
——— -

+
Vp VN
1

Figure 2.45: The common-mode bias
voltage of an amplifier port is defined as:
Vbias = VeiVn .
The port terminal bias currents are Ip
and Iy for the "+’ and the -’ port terminal,
respectively.
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2 Also: time-invariant or fixed.

Weak nonlinearity

When operating in the normal operating region (no clipping), the source to
load transfer is intended to be linear. However, imperfections in the oper-
ating mechanism of the amplifier usually cause so-called weakly nonlinear
behavior. The perception of signal processing errors due to weakly nonlinear
behavior strongly depends on the way in which the information is embed-
ded in the signal and the way in which the error is perceived by the observer.
For this reason, there exist many different description methods for nonlinear
behavior. Harmonic distortion, intermodulation distortion, gain compression
and differential gain all express a specific perception of such behavior. In gen-
eral, terms that accurately describe the observer’s error perception should be
used. In radio applications, intermodulation distortion and gain compres-
sion often closely describe the phenomena observed. Nonlinear behavior of
amplifiers in control systems can better be characterized by their differential
gain.

Harmonic distortion

Sinusoidal signals retain their shape in linear stationary dynamic systems.
The nonlinearity of a stationary>4, nonlinear system can thus be characterized
by the amount of distortion in the response to a sinusoidal excitation. The
total harmonic distortion (THD) is defined as

n=oo
THD = — Yy a2, (2.75)
dl n=2

where d,, is the amplitude of the n — th harmonic in the output signal.
Even order nonlinearity causes even harmonic distortion as well as signal-
dependent offset. This can easily be seen from the following expression:

A A
Acos’x = 5 + 5 €08 2x. (2.76)

This phenomena is known as "operating point shift" or "bias point shift".

Intermodulation distortion

If the excitation of a stationary non-linear system consists of two sinusoidal
components with different frequencies w; and wy, nonlinearity will give rise
to output signal components at multiples of w; and w; (known as harmonic
distortion) and at mw; & nwy (m and n are integers). The latter effect is called
intermodulation distortion. The amplitudes of the signal components at these
frequencies will be denoted as A, +n0w, -

The second-order intermodulation distortion I M, is defined as the relative
magnitude of the component in the output signal with m = 1 and n = 1,
when the components at w; and w; have equal amplitudes:

‘ Awl +wp |

I =
M=

(2.77)

The third-order intermodulation distortion IMj is defined as the relative
magnitude of the component with m =2 andn =1, orm =1and n = 2,
when both the components at w; and w, have equal amplitudes:

|Aw1i2w2 ‘ |A2w1 +wy |
IMs; = = . 78
= Al A (278)



2.4. MODELING OF THE NON-IDEAL BEHAVIOR 75

2.4.8 Modeling of the dynamic nonlinear dynamic behav-
ior

The characterization of the large signal dynamic behavior, or the nonlinear
dynamic behavior of amplifiers, also strongly depends on the perception
of errors by the observer. In transceiver amplifiers, intermodulation distor-
tion and gain compression are effects that are used to characterize nonlinear
behavior. For video amplifiers and amplifiers in negative feedback control
loops, differential gain and differential phase are often used. Other perfor-
mance parameters for characterizing nonlinear dynamic behavior, such as
overdrive recovery, slew rate limitation and hysteresis will be introduced in
this section.

Harmonic distortion

Harmonic distortion can also be used to characterize the large signal dynamic
behavior of amplifiers. In nonlinear dynamic systems, the relation between
harmonic distortion and differential gain, as found in 17.35 for instantaneous
nonlinear systems, is not longer valid.

Intermodulation intercept points

In Chapter 17 is has been shown that at low distortion levels, the amplitude
of the IM, component is proportional to the squared amplitude of the input
signal, while the amplitude of the M3z component is proportional to the third
power of the amplitude of the input signal. Hence, if we plot the output
power P, versus the input power P; on a double logarithmic scale, we can
predict the IM; and IMj3 distortion levels at any input signal level from the
intermodulation intercept points. This is shown in Figure 2.46.

Figure 2.46: Definition of the intermodula-

extrapolated tion intercept points IP2 and IP3.

linearized transfer
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! —
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output power
third-order IM

The IP, (second order IM intercept point) is the intersection point of the
extrapolated output level line Py,(P;,) and the IM; level line. The IP; (third
order IM intercept point) is the intersection point of the extrapolated output
level line and the I M3 level line.

The coordinates (1P, IP,,) and (IP3,, IPs,) of these intercept points can be
obtained from the second and third-order intermodulation distortion levels:

(IPy, IPy,) = (P; + [IMa|, P, + [IMy]), (2.79)
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* Weakly nonlinear systems exhibit a
smooth transition from linear to clipping.

Figure 2.47: Response of an amplifier

to a square wave. This response suffers
from slew-rate limitation and ringing. The
amplifier behaves as a nonlinear dynamic
system.

IM; IM;
N = ) / (2.80)

where P; and P, are the input power and the output power in dB at one fre-
quency component applied for the intermodulation distortion measurement,
respectively. M, is the power of the second order intermodulation distor-
tion component in dB relative to the power of the fundamental, and IMs3
is the power of the third order intermodulation distortion component in dB
relative to the power of the fundamental. Input power levels should be at a
level where quadratic and qubic extrapolation of the IM; and the IMj are
justified, respectively.

(IPs,, 1P3,) = <Pi + , Po+

1dB compression point

At high input levels, the gain usually drops due to clipping of the load sig-
nal. This gain compression is shown in Figure 2.46. The 1 dB compression
point is defined for a sinusoidal input signal, as the input level at which the
(large-signal) gain drops 1 dB with respect to the small-signal gain. Gain
compression is a consequence of odd nonlinearity. For systems with that ex-
hibit a weak nonlinearity=>, the relation between the 1 dB compression input
level X_14p, and the IP; input level X;p3, can be determined as:
X_1dB
20log; ( Xips ) 9.6 dB

(2.81)

Differential gain and differential phase

In dynamic nonlinear systems, the differential gain depends on the frequency.
Since the small-signal gain in dynamic systems is a complex quantity, the
differential gain is a complex quantity as well, with both a magnitude and a
phase (differential gain and differential phase).

Slew rate limitation

In electronic amplifiers, clipping of amplifier stages may give rise to lim-
itation of the rate of change of the output signsl. This slew rate limitation
generally arises from two effects:

1. Limitation of the current through capacitors

Let Imax be the maximum current for charging a linear capacitor with ca-
pacitance C. The maximum rate of change of the capacitor voltage is then

obtained as
av

dt

Imax

= . (2.82)

max C

2. Limitation of the voltage across inductors

Let Vinax be the maximum voltage that can be applied across a linear in-
ductor with inductance L. The maximum rate of change of the inductor
current is then obtained as:

dI
dt

Vi
= 0% (2.83)

max L

Full-power bandwidth

The full-power bandwidth is defined as the maximum frequency for which
the system can deliver its maximum peak to peak sinusoidal output signal
without distortion due to slew rate effects. Let i, be the maximum amplitude



of a sinusoidal signal delivered by a system at a frequency for which it can
be considered to be instantaneous. If we increase the frequency, the rate
of change of the output signal will increase. The maximum frequency ff,
(full power frequency) at which the system with a slew rate SR can deliver a
sinusoidal output signal with an amplitude y, can be determined as

SR
- 2myp

ffp (2.84)

Hysteresis

Hysteresis is a nonlinear memory effect. A system with hysteresis shows
a different behavior for rising and falling slopes of the input signal. Such a
behavior can be quasi-static, which means that is does not depend on the rate
of change of the signal. In such cases we speak of rate-independent hysteresis.

Overdrive recovery

The signal excursions at the amplifier’s output are limited by the power sup-
ply voltage. When the maximum excursion is achieved, any increase of an
input signal generally causes an increase of energy storage in the amplifier.
After the excessive drive signal has been removed, it will generally take some
time before the amplifier returns to its normal state. This phenomenon is
called overdrive recovery. The overdrive recovery time specifies the time the
amplifier needs to return to its linear operating range. Figure 2.48 shows so-
called phase-reversal, an even more harsh effect when an amplifier is driven
outside its specified operating range.

2.4.9 Modeling of temperature effects

The characteristics of electronic devices all depend on temperature. As a re-
sult, the characteristics of amplifiers will depend on temperature. Hence, all
characteristics that have been discussed in this chapter depend on temper-
ature. A change of a performance parameter over time is often referred to
as drift. Since temperature slowly varies with time, we speak of temperature
drift that results in offset drift, bandwidth drift, etc.

Due to power dissipation in the amplifier, temperature drift may become
signal-dependent. Gain and offset drift may then be observed differently, for
example, as a slow droop or tilt in the step response.

2.4.10 Ageing

The change of amplifier characteristics over time is called ageing. On a time
scale, parameter changes due to ageing are usually much slower than param-
eter changes due to temperature drift.

2.5 Cascaded Amplifiers

The available power gain of amplifiers or amplifier stages can be increased
by using cascaded amplifiers or amplifier stages. In this section, we will
discuss the behavior of cascade connections of amplifiers. Figure 2.49 shows
a cascade connection of two two-ports. The output of the first two-port is
connected to the input port of the second.

If we want to design a system that consists of two or more cascaded sub-
systems, we need error distribution methods for specification of the perfor-
mance of each subsystem. In this section, we will give expressions for the
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Figure 2.48: Response to a sinusoidal signal
of an amplifier that has its input driven
outside its specified operating range. This
effect is called phase reversal.

2+ + ]+ + I,"+
Vo

Ay, By Ay, By
C1, Dy Cy, Dy

Figure 2.49: A cascade connection of two
two-ports.
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Figure 2.50: Cascaded differential voltage
amplifiers.

evaluation of the total error due to the limitations of noise, speed and power.
These expressions form the basis for error distribution in designing cascaded
systems.

The transmission parameters of a two-port that consists of the cascade
connection of two two-ports, as shown in Figure 2.49 are:

Vi) _( A1A2+Bi1CGy A1By+ BiD; Vo (2.85)
I; AyC1+ CDy ByCy+ D1D» I, 4 ’

where A1, B1,Cq, D1 and Ay, By, Cy, Dy are the transmission parameters of the
first and the second two-port of the cascade connection, respectively.

2.5.1 Portisolation

In section 2.4.2, we have seen that the non-ideal port isolation of an ampli-
fier is usually described with a few parameters. Under well-specified condi-
tions for source, load and power supply, such simplified descriptions can be
meaningful. Figure 2.50 shows two cascaded differential voltage amplifiers
that have been connected to one power supply. Under appropriate drive con-
ditions, the port isolation properties of the amplifier chain can be estimated
from the port isolation properties of the individual amplifiers. We will give
some expressions in the following paragraphs.

Rejection Factor

If n amplifiers form a cascaded amplifier chain, the rejection factor of the
chain Fyy; can be obtained from the rejection factors F; of the amplifiers that
constitute the chain:

Ftat = F1F2...Fn. (286)

Please consider the remarks about the completeness of such a description set
down in section 2.4.2.

Common-Mode Rejection Ratio

If n amplifiers form a cascaded amplifier chain, the common-mode rejection
ratio of the chain CMRR;y; can be obtained from the common-mode rejection
ratios CMRR; and the rejection factors F; of the amplifiers that constitute the
chain:

1 1 1 1
CMRRy _ CMRR; | FCMRR, T FiF, ;CMRR,"

(2.87)



The index number 7 refers to the amplifier’s position in the chain; i = 1
refers to the first amplifier and i = # to the last amplifier of the chain.

Please consider the remarks about the completeness of such a description
as set down in section 2.4.2.

If the rejection factor of all amplifiers is much larger than unity, and their
common-mode rejection ratios are in the same order of magnitude, then the
total common-mode rejection ratio approximates that of the first amplifier in
the chain.

Power Supply Rejection Ratio

If n amplifiers in a cascaded amplifier chain are connected to the same power
supply source, the power supply rejection ratio of the chain PSRR;,; can be
obtained from the power supply rejection ratios PSRR; and the gains A; of
the individual amplifiers. The index number i refers to amplifier’s position
in the chain; i = 1 refers to the first amplifier and i = n to the last amplifier
of the chain.

We will give the expression for voltage amplifiers (A, is the voltage gain
of the i — th voltage amplifier):

1 1 1 1

— + + ..+ . (2.88)
PSRRi¢  PSRR; ' Ay PSRR, (Avl...Av(n,U) PSRR,

Please consider the remarks about the completeness of such a description as
they have been made in section 2.4.2.

If the gain of all amplifiers is much larger than unity, and their power
supply rejection ratios are in the same order of magnitude, then the total
power supply rejection ratio equals that of the first amplifier in the chain.

2.5.2 Noise behavior

The noise figure of a system that consists of cascaded amplifiers that have a
finite nonzero available power gain, can be calculated from the noise figures
and the available powers gains of the individual amplifiers. This was shown
by Friis (see [Friis1944]2°).

For n cascaded subsystems from which the input of the first system is
connected to the signal source and the input of each following subsystem
is connected to the output of the previous subsystem, the total noise factor
NFjot can be expressed as:

NF, -1 NF, -1

NFot = NF + + ...+ ,
An At Ay

(2.89)

where NF; [-] is the noise factor of subsystem i, calculated with respect to the
output impedance of its driving subsystem, and A,; [-] the available power
gain of subsystem 1.

Given a unilateral voltage amplifier with voltage gain Ay, an input resis-
tance R; and an output resistance R,, and driven from a source impedance
Rs, the available power gain can be written as

R; \?> ,R
Ap = ’ ATE :
v (R5+Ri> "Ry (2.90)

Expression 2.89 is only useful for situations in which the cascaded amplifiers
have a nonzero, finite output resistance. This is often the case in so-called
characteristic impedance systems. If this is not the case, the noise of cascaded
amplifiers can be evaluated with the aid of the techniques described in section

2.4.3.
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* H.T. Friis. Noise Figures of Radio
Receivers. Proceedings of the IRE, 32:419—
422, February 1944



80 MODELING AND SPECIFICATION OF AMPLIFIERS

2.5.3 Small-signal dynamic behavior

If n amplifiers form a cascaded amplifier chain, the small-signal transfer func-
tion Hy(jw) can be obtained as the product of the transfer functions H;(jw)
of all amplifiers in the chain:

Hiot(jw) = Hy(jw)Hp (jw)...Hp (jw). (2.91)

The pole-zero patterns of all constituting amplifiers thus have to be added.

2.5.4 Static nonlinear behavior

The small-signal gain of a chain of n cascaded amplifiers that all operate
at their quiescent operating point is the product of the small-signal gains
of the individual amplifiers. This simply follows from expression 2.91. If
the amplifiers show nonlinear behavior, the gain at an excursion from the
quiescent point differs from that at the quiescent operating point. This can
be expressed with the aid of the differential gain error. Let A; be the gain
at the quiescent operating point of an amplifier located at position i in the
amplifier chain, and let €;(y;) be the differential gain error of that amplifier
at an output signal excursion y; from the quiescent operating point. Then,
if the amplifier’s nonlinearity is small, the small-signal gain A;(y;) at output
excursion y; can be approximated by

Ai(yi) = Ai(1+e€i(yi) - (2.92)

If the signal excursion from the quiescent point at the output of the last am-
plifier in the chain equals y, the excursion at the output of the i — th amplifier
in the chain can be approximated by

Y
L . 2.
Y A Ara Ay (2:93)
We then obtain the total differential gain €0 of the amplifier chain as
_ y Y
Ctot = €1 <A2A3...An ) T €2 (A3A4...An) T (2.94)

2.6 Amplifier requirement specification

In this chapter, we have discussed the modeling and characterization of am-
plifiers. We have found description methods for their ideal behavior and for
their non-ideal behavior. Now, we will use this knowledge for the specifica-
tion of amplifiers. In section 2.6.1, we will discuss the so-called operational
requirements of application-specific amplifiers. Operational requirements de-
scribe the desired functionality, the performance measures, the cost factors
and the environmental conditions that apply during the process of opera-
tion. This process, however, is not the only process that introduces design
constraints. Generally, all life-cycle processes (see section 1.2.1) generate vari-
ous requirements that need to be accounted for during design. As a matter
of fact, even the requirements of the design process itself may seriously limit
the set of possible solutions. A few remarks on relevant requirements that
follow from those life-cycle processes will be made in section 2.6.2.

2.6.1 Operational requirements

A complete list of performance aspects for application-specific amplifiers can-
not be given. The definition of relevant performance aspects and limitations,
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as well as the definition of available resources and environmental conditions,
needs to be extracted from a description of the application of the amplifier
to be designed. This task is usually performed by experienced system ar-
chitects. However, based on the knowledge acquired in this chapter, we can
make a list of groups of items that usually need to be described.

As mentioned above, setting up the requirements for a design usually
starts with describing the application of the amplifier. This comprises a de-
scription of:

1. The signal processing task to be performed by the amplifier (also: fucn-
tional specification)

2. The quality level of the execution of these tasks (also: performance mea-
sures)

3. The environment in which the signal processing takes place (also: envi-
ronmental conditions)

4. The resources that are available for the performance of this task (also: cost
factors).

The description of the application needs to be translated into a clear list of
measurable properties of the amplifier, including their test methods and test
conditions. During the design of the amplifier, the performance measures of
various design alternatives with their specific cost factors can be compared.
Design choices can then be made on grounds of the performance-to-cost ratio.

Performance requirements

The performance requirements describe the electrical properties of the am-
plifier that are required for its proper operation in the application, as well
as their test methods. The following list of specification items is usually re-
quired (but not complete!).

1. Input port requirement specification

Relevant performance aspects for the input port are:

(a) Input port configuration (grounded, floating)
(b) Input impedance
(c) Input signal specification
In many cases, these specifications need to be extracted from the source
specification:
(a) Source configuration (grounded, floating)
(b) Source impedance
(c) Source signal specification (current or voltage , frequency spectrum,
rate of change, peak values, etc.)
2. Output port requirement specification

Relevant performance aspects for the output port are:

(a) Output port configuration (grounded, floating)
(b) Output impedance
(c) Output signal specification

In many cases, these specifications must be found from the load specifica-
tion:
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(a) Load configuration (grounded, floating)
(b) Load impedance

(c) Load signal specification (current or voltage, frequency spectrum, rate
of change, peak values, ...)

3. Signal transfer specification (type, value and error budgets)

Relevant performance aspects for the signal transfer are usually derived
from the source and the load specification and from the specification of
the environmental conditions. Usually, error budgets should be given for:

(a) Imperfect port isolation (common-mode port impedances, CMRR and
PSRR)

(b) Noise addition

(c) Small-signal dynamic behavior (frequency range and filter characteris-
tics)

(d) Static nonlinear behavior (offset, gain error, nonlinearity, voltage and
current clipping)

(e) Nonlinear dynamic behavior (slew rate, overdrive recovery)

Operating conditions

The operating conditions represent the environmental conditions under which
the amplifier should perform according to its requirements. All environmen-
tal conditions that affect the operation of the amplifier should be specified.
Amongst others, the operating conditions listed below are relevant to the
functioning of electronics in general.

1. Temperature (affects electrical properties of all electronic devices and ther-
mal noise)

2. Humidity (may cause parasitic current paths between devices)

3. Shock and vibration (may cause defects in connections and in electronic
devices)

4. Electro Magnetic Interference (EMIL: may cause degradation of signal qual-
ity or failure during operation)

5. Power supply noise

6. Electro Static Discharge (ESD: may cause degradation of the performance
of devices or failure of devices)

Operating cost factors

The operating cost factors are the resources that are required for the operation
of the amplifier. Typical resources are:

1. Power supply voltage(s) and current(s)
2. The amount of space

3. The maximum mass or weight

Reliability requirements

Some examples of reliability requirements are:
1. Mean Time To Failure (MTTF)

2. Mean Time To Repair (MTTR)

3. Mean Time Between Failures (MTBF)
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Safety requirements

Safety regulations for electronic products strongly depend on the applica-
tion domain (consumer, automotive, industrial, medical, space) and on the
nationality or region of use (e.g. CE compliance and UL compliance).

2.6.2 Requirements from other life cycle processes

Although the operating process is the most important life-cycle process of
the amplifier, other life-cycle processes may introduce serious design con-
straints. Life-cycle design is the name for a design process that accounts for
requirements from all life-cycle processes. We will restrict ourselves to a few
remarks on certain life-cycle processes.

Design

The availability of design resources such as device models, device samples,
design tools and design verification tools may seriously limit the solution
space.

Production

Electronic circuits are usually produced in standardized production processes.
Such processes introduce design constraints that have to be accounted for.
Design For Production (DFP) indicates that production aspects have been
accounted for during design.

Test

Test processes and the availability of test tools also introduce design con-
straints that have to be accounted for. Design For Testability (DFT) indicates
that test aspects have been accounted for during design.

Transport

Environmental conditions during transportation, as well as cost factors, may
strongly differ from those during operation. This has to be accounted for
during design.

Installation

The availability of tools for installation may put specific constraints on the
design of an amplifier.

Service

The availability of tools, as well as the service environment, may introduce
specific constraints that have to be accounted for during design
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* According to network theory, a network

delivers power if the sum of the products

of its branch currents and the correspond-
ing branch voltages is negative.

2 Or, alternatively, the voltage across them
equals zero if they are left open,

I:I(V)l v V=V(I-')- ll

voltage-controlled current-controlled
notation notation

Figure 3.1: Schematic symbol of a two-
terminal, non-linear resistor with reference
directions for voltage and current.

3.1 Introduction

In Chapter 2, we discussed the characterization of amplifiers. We concluded
that an amplifier should provide its load with an accurate copy of its source
signal, while the power available to the load should exceed the available
power of the source. In this chapter, we will discuss the principle of am-
plification, as it is based upon the application of nonlinear, passive devices
and power sources. We will discuss under which conditions the available
small-signal power gain of a network comprising nonlinear, passive devices
and bias sources can exceed unity. To this end, a formal introduction of the
concepts operating point, biasing and available power gain will be presented.

3.1.1 Active devices

Electronic devices with amplifying capabilities, such as, MOSFETs, Junction
FETs, Bipolar Junction Transistors and Vacuum Tubes are often referred to as
active devices. However, the adjective active is somewhat misleading. These
devices themselves are passive because they do not provide any electrical
power. The term active means that when these devices are properly com-
bined with power sources it appears as if they can provide electrical power
themselves.! From now on, we will also use the term active devices, while
bearing in mind the fact that we actually refer to passive devices that require
power sources to behave as such.

3.1.2 This chapter

In this chapter, we will show the way in which passive devices have to be
combined with power sources, such as to obtain amplifying capabilities. In
section 3.2 we will do this for two-terminal, passive, resistive elements. We
will also give a formal definition of complementary elements and of the concepts
operating point, biasing and available power gain.

In section 3.3 we will discuss the deployment of the amplifying capabilities
of biased, passive, resistive, multi-terminal elements and especially of biased,
passive, resistive, two-ports and biased, passive, resistive three-terminal ele-
ments.

In section 3.4 we will give a formal approach to the biasing of electronic
devices. We will discuss the selection of independent and dependent bias
sources and briefly introduce methods to derive those sources from the power
supply sources. We will also discuss the application of a biased, passive,
three-terminal element as basic amplifier stage and elucidate the amplifica-
tion mechanism.

3.2 Two-terminal resistive elements

Two-terminal, resistive elements are two-terminal network elements whose
behavior can be described with an instantaneous v — i relation. Hence, the
shape of their v — i plot does not depend on the rate of change of thevoltage
or the current across the resistive element. Passive, resistive, two-terminal
elements have their v — i characteristic pass through the origin: they do not
carry any current when shorted.*> Figure 3.1 shows the schematic symbol of
a two-terminal, passive, nonlinear, resistive element with associated signs for
the voltage across and the current through it.
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3.2.1 Voltage-controlled and current-controlled notation

There are two representation methods for the v — i characteristic of these
elements: the voltage-controlled and the current-controlled representation. Two-
terminal, resistive elements of which the branch current is uniquely defined
by the branch voltage, are called voltage-controlled. Two-terminal, resistive
elements of which the branch voltage is uniquely defined by the branch cur-
rent, are called current-controlled elements.

Monotonously increasing or decreasing v — i relations can be expressed in
both voltage-controlled and current-controlled notation.

Examples of voltage-controlled and current-controlled, nonlinear resistors
with a non-monotonic relation between voltage and current are shown in

Figure 3.2.
Figure 3.2:
I T VT A. i(v) function of a voltage-controlled,
nonlinear resistor
B. v(i) function of a current-controlled,
nonlinear resistor.
V(1) (V)
A 14 B =

A voltage-controlled representation of a v — i characteristic is shown in
Figure 3.2A. A voltage-controlled v — i relation is written in the form

I=1(V). (3.1)

In words: the branch current is uniquely defined by the branch voltage.

An example of a current-controlled representation of the characteristic of a
nonlinear, two-terminal, resistive element is shown in Figure 3.2B. We speak
of a current-controlled v — i relation if the branch voltage is uniquely defined
by the branch current:

V =V(I). (3-2)

3.2.2 Resistive two-terminal elements

Some examples of nonlinear, resistive elements and their characteristics are
shown in Figure 3.3. The v — i relations of these elements are given table 3.1.

resistive elements:
A. Linear resistor
—_ o — B. Independent current source
(V) (V) V(1) (V) C. Independent voltage source
D. Ideal diode.

Figure 3.3: Examples of two-terminal,
i 1 d 1
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Table 3.1: Examples of two-terminal nonlin-  element parameters current-controlled voltage controlled
ear resistive elements linear resistor R V(I) =1Ir [(vy=12
voltage source v V() =v I (V) = undefined
current source I V(I) = undefined I(V)=1
ideal diode Is V(I) = %T In (1 + %) I(V)=1s (exp (%) - 1)
valid for I > — 15
T 3.2.3 Complementary devices
I Let us consider two current-controlled, nonlinear, resistive elements of which

the behavior is described by their respective v — i relations V(I) and V(I).

I(V
v These elements are said to be complementary if:

L(V)=~I1(-V)
— Ve(l) = =V(=1). (3:3)

Similarly, two nonlinear, resistive elements with their respective voltage-
controlled notations I(V) and I.(V) are said to be complementary if:

(V) = ~I(~V). (3.4
Eingel;];e é;,‘g_fer_niig;a:jscit;grsg;z%ft: Cr;(;;;l o A graphical interpretation of this relation is shown in Figure 3.4. It il-
mentary device. lustrates that the v — i relation of a complementary, two-terminal element is

obtained from is normal version by rotating it over 180 degrees. Note that
a two-terminal, resistive element is always complementary to its reversely
connected element.

3.2.4 Operating point

The quiescent operating point, or shortly the operating point of a device is a point
on the v — i curve of the device at which it is operating in the absence of a
signal. At a later stage, we will show that if the (small-signal) resistance of
a two-terminal resistive element in its operating point is negative, the ele-
ment exhibits amplifying capabilities. As a matter of fact, we will see that the
amplifying capabilities of active devices strongly depend on the device’s op-
erating point. Selection and design of proper operating conditions of active
devices is an important activity of analog circuit design engineers.

Fixing the operating point

Figure 3.5:
A. v —i characteristic of a PN diode T . T
. i=1Ig (v Ig (v
B. Definition of the operating point and o= @) W) e @l||fe ()
the application of bias sources. Vo
C. v — i characteristic of the biased —
. v
diode.
—q —Ig
v
7 |
R1 R1 | V. i
Q I
Ry i R 1 - /-\+ Iop+i !
" + v Y% + |
US<> v Vg Vi) IlT VQJF”:
S - S - I - }
1

The operating point of a two-terminal device can be altered by placing a
voltage source in series with the element and a current source in parallel with
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it. This process is called biasing, and the added voltage and current sources
are called bias sources.

Figure 3.5 illustrates the process of biasing a diode. Figure 3.5A shows the
unbiased diode connected to a signal voltage source V1 with source resistance
Rs. If the signal voltage v equals zero, the diode operates in the origin of its
v — i characteristic. Hence, the quiescent operating point is (0, 0). If the signal
voltage deviates from zero, a signal current 7 will flow through the source.

Let us now change the operating point of the diode, while maintaining the
quiescent operating conditions of the signal source. In other words: we still want
no current through V1 if v = 0.

Figure 3.5B shows the way in which this can be achieved. The operating
point of the diode has been changed to (V{, Io) through the addition of a
bias voltage Vj in series with the diode and a bias current I in parallel with
the diode. The bias voltage source V2 provides the bias voltage Vg and the
bias current source I1 provides the bias current Io. In the quiescent state,
the bias current Iy causes a voltage V( across the diode. The bias voltage
source V2 compensates for this voltage, such that the quiescent operating
conditions of the signal source have not changed. Please notice that this way
of biasing makes the operating point insensitive for variations in R;. In fact,
any change in a passive, resistive termination of the biased diode will not
alter its operating point.

Dependent and independent bias sources

Either the bias voltage, or the bias current can be selected by design, while the
other follows from the one selected and the V — I characteristic of the device.
If the current I is selected by design, the value of the voltage source should
equal the voltage across the diode, with the current I flowing through it,
hence: Vo = V(Ig). If the voltage V), is selected by design, the value of the
current source equals I = I(Vy).

Biasing errors

Since the real-world v — i characteristic of an element to be biased is usually
not fully known and temperature-dependent, biasing errors will be inevitable
and error reduction may be required to improve the biasing accuracy and
temperature stability. At a later stage we will present techniques for the
reduction of biasing errors.

Biased device v — i characteristic

The v — i characteristic of the biased device can be found from the V(I) func-
tion of the unbiased device and the operating point (Vp, I).

The voltage-to-current transfer of the biased device can be written in terms
a modified nonlinear transfer I (v):

i=1Ig(v), (3-5)
where v and i are the voltage and the current excursion from the operating
point, respectively.

The function Io(v) can be obtained from the original nonlinear device
characteristic I(V) as

Io(v) =1(Vo+0). (3.6)

Similarly, but now in current-controlled notation, we may write

v="Vq (i), (3.7)
where
VQ (Z) =V (IQ + l) . (38)
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Figure 3.6:

A. Resistive load connected to a voltage
source with source resistance Rs.

B. A nonlinear resistor is placed be-
tween the source and the load.

C. The nonlinear resistor is biased in an
operating point (vg,ig). In this operating
point its small-signal equivalent resistance
equals rq.

V(1)

Operating region with
negative small-signal
resistance

V—>

Figure 3.7: Typical v — i characteristic of a
tunnel diode.

The modified functions Ig (v) and Vg (i) now pass through the origin,
while the quiescent operating point of the nonlinear device itself is (Vp, Ig).

3.2.5 Linearization and available power gain

For small excursions from the operating point the v — 7 relation can be lin-
earized. The small-signal conductance and resistance in the operating point
in voltage-controlled or current-controlled notation, are:

: Ig (v)
i =gQqu; 80 = de . (3.9)
V=
. Vo (i
v = roi; rg = de( ) L (3.10)
1=

respectively.

We will now study the conditions under which nonlinear resistive two-
terminal elements can provide an available power gain larger than unity. As
discussed earlier, an available power gain that exceeds unity is a distinguish-
ing property of amplifiers.

+

R, R, R(V,I) R, - KVQ\ )
] o7
+ + + + +
‘m w ‘/S RZ W ‘/S LG)—‘ Rzﬁ w
- B~ - c - ~ o -

Let us hereto consider a signal source that consists of a voltage source with
a nonzero source resistance, as shown in Figure 3.6A. The source voltage
equals V; and the source resistance equals Rs. The source is connected to a
load that has a resistance R,.

The available power of the source equals

VZ

Py = .
av 4R,

(3.11)

Let us now place a biased two-terminal nonlinear device R (v, i) between
the source and the load as shown in Figure 3.6B. The device is biased in an
operating point Q and its small-signal equivalent resistance in this operating
point is assumed rg. The maximum power will be delivered to a load with
a resistance R = R; + rq. The available power P, of the series connection of
the source and the biased nonlinear device equals

/ V2
Py=—F——-. 12
The available power gain Gp of the two-terminal device R is obtained as
the ratio of P, and Pay:

P, Rs
Gp = P Retrg (3.13)
It appears that the available power gain will exceed unity if the small-
signal resistance r of the two-terminal device in the operating point Q has a
negative value. The tunnel diode is an example of a two-terminal device that
has a negative small-signal resistance in a certain operating region. The v — i
characteristic of a tunnel diode is shown in Figure 3.7.



3.3. MULTI-TERMINAL RESISTIVE ELEMENTS 91

3.3 Multi-terminal resistive elements

Most active electronic devices are three-terminal elements. The behavior of a
multi-terminal resistive element with #n terminals can be described by n — 1
relations that have all n — 1 branch voltages and n — 1 branch currents as
arguments. The general form of such a set of equations is

fl‘.‘n—l (Vl---vn—lr Il---ln—l) = 0 (314)

3.3.1 Complementary multi-terminal elements

Let us consider two n-terminal resistive elements. One is described by a
set of multi-variate functions f1_,—1 (V4..V;;—1,...I,—1) and the other by
1.m-1(V1..Vy_1, I1...I,_1). These two n-terminal elements are complemen-
tary if

fion ViV, holy—y) = =811 (V1. = Vg, =Li. = 1) . (3.15)

NMOS and PMOS transistors are complementary if the above is true. Similar
holds for NPN and PNP bipolar transistors.

3.3.2 Resistive two-ports

Nonlinear resistive two-ports can be represented by a pair of nonlinear func-
tions:

f1,2 (‘/1/ VD! Ii/ IO) - O (316)

The arguments of the functions are the port voltages V; and V, and the port
currents [; and I,. By selecting two independent variables and two depen-
dent variables out of the four variables, we obtain six different representation
methods. These representation methods have been listed in table 3.2.

Voltage-controlled representation: I; = I; (V;,V,) I, =1, (V;, V,) Table 3.2: Six representation methods for
Current-controlled representation: V; =V; (I;,I,) V, =V, (I;,1,) nonlinear resistive two-ports

Hybrid 1 representation: L=1V,1L,) V,=V,(V;, 1)

Hybrid 2 representation: Vi=Vi(l;,V,) IL,=1(LV,)

Transmission 1: L=L(V,L) V,=V,(V;, L))

Transmission 2: Vi=Vi(vo, L) Li=1 (V1)

3.3.3 Complementary two-ports

Let us consider two resistive two-ports that are described by their respec-
tive multi-variate functions f1, (V;, V,, I;, I,) and g1 2 (V;, Vo, I, I,). These two-
ports are complementary if

f1,2 (‘/l/ VO/ Ii/ 10) = _gl,z (_‘/lr _V0/ _Ii/ _IO) . (317)

3.3.4 Operating point

Nonlinear resistive two-ports may, under specific operating conditions, ex-
hibit amplifying capabilities. Similar as with two-terminal devices, such op-
erating conditions may be established by adding bias sources. Biasing of a
port requires the insertion of a voltage sources in series with the port and
a current sources in parallel with the port. This is illustrated in Figure 3.8.
Because the output port quantities depend on the input port quantities, two
of those bias sources may be selected by design, while the remaining two
follow from the ones selected and the device equations. The two selected by
design will be referred to as independent bias sources and the two remaining
as dependent bias sources.
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Figure 3.8: Biased non-linear two-port.

Let us consider a nonlinear two-port described by two voltage controlled
relations:

Ii = Ii (‘/z/ VO)/ (318)
Iy =1 (Vz, Vo). (3-19)

After biasing the input port in the operating point (Vig, lio) and the out-
put port in the operating point (V,q, I,9), we obtain the modified two-port
equations for deviations from the operating point as

ii = IiQ (Z),', ZJO) ’ (3'20)
io = Lo (vi, Vo), (3.21)

where v;,i; and v,, i, represent the voltage and current excursions from the
quiescent operating point of the input port and the output port, respectively.
The modified functions I;g (v;,v,) and I,q (v;,v,) can be obtained from the
original two-port functions I; (V;, V,) and I, (V}, V,) , and the operating points
(Vig, Iig) and (V,0, I,g) of the input port and the output port, respectively:

lig (vi,v0) = I; (Vig + vi, Vog + o) , (3.22)
IoQ (Ui/ vo) =1I (VzQ +vj, VoQ + Uu) . (3-23)

Such description methods can also be given for other two-port representa-
tion methods.

3.3.5 Linearization and available power gain

For small excursions from the operating point a linearized two-port model
can be used. In amplifier design, the anti-causal transmission-1 matrix repre-
sentation will often be used (see Chapter 2 and Chapter 2).

The transmission-1 matrix parameters can be obtained from v — i relations
of the biased device as

a‘/lQ (00/ 10)
A= —=——~ , 2
0, o (3-24)
po - Yiolwi)| (325)
di, —
dliq (v, io)
C= ="~ , .26
20, o (3-26)
D=— 781@ @0' fo) . (3.27)
di, —

Because the direction of the positive output current of the two-port differ
from the positive current direction in the elements, minus signs appear in the
expressions for B and D.

The available power gain of a two-port can be expressed in the transmission-
1 matrix parameters and the source impedance; see expressions (2.27), (2.29)
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and (2.30). A biased, nonlinear, multi-terminal device can have an available
power gain that exceeds unity, a property that will be exploited in amplifiers.

3.4 Introduction to biasing

In the previous sections we have discussed under which conditions a nonlin-
ear resistive element can be used as an amplifying device. First of all, there
needs to be an operating point at which the available power of a signal source
can be increased. Secondly, we must apply bias voltage and current sources
that let the device operate at such an operating point. In order not to ad-
versely affect the signal processing, we may place only ideal voltage sources
in series with the signal path and ideal current sources in parallel with the
signal path.

However, the bias sources to be applied cannot be chosen freely. For a
two-terminal element we may assign an arbitrary value to either the voltage
source or the current source. The other one relates to the selected one through
the element’s v — i relation. In general, in a resistive network with n terminals
we may define n — 1 bias sources freely while the values of another n — 1 bias
sources relate to ones selected.

In practice, we will also have to face numerous implementation difficul-
ties. Even if we carefully select the desired operating point and design the re-
quired bias sources, the device tolerances as well as temperature dependency
of the device characteristics cause temperature-dependent biasing errors that
may be too large to maintain the proper operating conditions.

Another practical limitation is imposed by the requirement of a single
power supply source. All bias voltage and current sources should in some
way be derived from a single source or a limited number of power sources.
If we have multiple sources at our disposal, these sources usually share a
common terminal. This will impose serious limitations to the implementation
of floating bias sources.

In this section we will only give a brief introduction to biasing and not
addresses all these topics. A more detailed treatment of biasing will be given
in Chapter 15.

3.4.1 Independent and dependent bias sources

In the introduction we have already stated that not all operating point vari-
ables can be chosen independently. The first question we need to answer is
which one(s) do we want to fix by design and which one(s) as dependent
variable(s). To this end, let us consider a biased two-port with amplifying
capabilities. Such a two-port will exhibit a large available power gain if its
transmission-1 small-signal parameters in the operating point are close to
zero. This can be seen from (2.27). In such cases, the voltage and current
excursions at the output port exceed those at the input port. If we take the
input bias quantities as independent and fixed, then the output bias current
and bias voltage will depend on the device characteristics and on the tem-
perature. In order to prevent from clipping during large signal excursions at
the output port, we may need to apply much larger bias sources than strictly
required on grounds of the signal handling requirements. This is because
we have to account for device tolerances and temperature changes. Hence,
it will be clear that selecting the output port bias quantities on grounds of
the signal handling requirements, while adapting the values of the input bias
sources to device tolerances and temperature changes, will result in a better
power efficiency. Moreover, in later chapters we will see that many perfor-
mance aspects, such as the noise behavior, the bandwidth and the linearity of
biased amplifying devices show a direct relation with the operating voltage
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Vo
1 + .
_11_ nonlinear 2
P 3-terminal +
7 element Vo T Ry
- — — Io

Figure 3.9: A nonlinear two-port with its
output port biased at (Vp, Ip). In order to
achieve zero load voltage and current at a
given temperature, the input port needs to
be biased at (Vy, I).

Figure 3.10: Determination of the input
port biasing quantities (V;, I;) with the aid
of a nullor.

Figure 3.11: Biased 3-terminal element.

and current of the output port.

3.4.2 Biasing of 3-terminal elements

Amplifying devices such as MOSFETs, JFETs and BJTs can be used as 3-
terminal active devices. Operation and modeling of these devices will be
discussed in Chapter 4. Here, we will discuss generalized biasing methods
for these devices.

Let us assume that a passive nonlinear resistive 3-terminal element can
deliver a sufficiently large load signal if its output port is biased at a voltage
of Vp and at a current Ip. Let us also assume that, at a given temperature,
the biasing of its output port requires a bias voltage V7 and a bias current Iy
at its input port. This situation is shown in Figure 3.9.

The question is how to obtain the required values of the input port bias
quantities V; and I;. One way is to use the device equations and obtain an-
alytical expressions for the input port quantities. With strongly simplified
device equations this may yield useful estimations for taking early stage de-
sign decisions.

Ir nonlinear

+ 3-terminal + u
Vi element Vo T R,
— — _ Io

If we want to create an accurately biased two-port that can be used during
simulation, we can use the approach sketched in Figure 3.10. In this con-
figuration a nullator sets the zero load condition and the norator provides
(V1,I1) that satisfies this condition. Such a setup works if this network has a
unique DC solution at the temperature of interest. This will usually be the
case with amplifier stages. If not, (V7,Ir) should be limited to a range in
which a unique solution exists.

Biased 3-terminal element (at reference temperature)

| |
% VO |
=+ TR =0
VAR I nonlinear o JaR : -
P : / TP 3-terminal T _/ | T
v=20 1 IIT Vi element Vo T : Ry, v =
! - — - Io | _
| T
| |

Figure 3.11 shows the biasing result. A bias current source and a bias
voltage source are connected to the input port to create zero load conditions
for all passive, DC port terminations, while having its output port biased at

(VO/ IIO)'

3.4.3 Amplification mechanism

Figure 3.12A shows an amplifier stage with a biased 3-terminal element,
driven from a voltage source with a finite, nonzero source resistance. The
stage is biased as described in section 3.4.2. We assume positive nonzero val-
ues for all the bias sources. In Chapter 4 we will see that the commonly used
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(N-type) amplifying devices require such biasing conditions. The amplifica-
tion mechanism is explained in the caption of this figure.

Quiescent state v
o
Io + u

I nonlinear
” +| 3terminal [
passive
% resistive Vo

- element - -
—>

Current sinking state Vo

tg = —lsink
+
v <0

11+ ipos nonlinear Io + tsink

+ 3-terminal b
assive
Vi + Upos B Vo — e T Ry

resistive
- element -

—>

Current sourcing state Vo

Ir — ineg e = tsource

1o — isource

nonlinear /\_

+ 3-ter.minal + u > o
fesitive | Vo T ve TI Re[Hve>0
- element = o -
—

Vi — Uneg

Equivalent model

'+ Nonlinear ( ) + Io(w) — +
Resistors and  R;(v,1 .
Vi | voltage-controlled ’ l Ry(v,1) Ry Ve

- current source

This Figure 3.12D shows that a combination of a passive, resistive, three-
terminal amplifying device and properly configured bias sources, can be
modeled with the aid of a controlled source, which is an active network ele-
ment since it delivers power to its load.

3.4.4 Deriving the bias sources from the power supply

The biasing of a 3-terminal element with four bias sources is conceptually
correct, but not very practical. Generally we want the amplifier to be supplied
from a few power sources that share the reference terminal. This means
that the bias voltages and currents in some way have to be derived from the
power supply source(s). The general procedure for this is first to minimize
the number of bias sources and then derive them from the power supply
with passive, (nonlinear) resistive elements. Such elements should exhibit
either a voltage source character when operating at a non-zero current, or
a current source character when operating at a non-zero voltage.3 For bias
voltage sources we will use elements with a voltage-source character and for
bias current sources we will use elements with a current source character.

Figure 3.13 shows an example of the V — I characteristic of a nonlinear
resistive two-terminal element that exhibits a current source character when
biased at a voltage between saturation and breakdown: Vi < V < V.
Outside this range we speak of voltage limiting or clipping.

Chapter 15 is devoted to this topic. There, we will also discuss biasing tech-
niques that use AC coupling. The concept of AC coupling will be introduced
in Chapter 9. A chapter about the design of the bias sources themselves has
not yet been included.

Figure 3.12: Voltage-driven amplifier stage
with the three terminal, passive, resistive
element, which is biased according to
Figure 3.11.

A: Biased 3-terminal element in the
quiescent state. For proper operation of
this device, all bias voltages and currents
are positive (NMOS, NPN, vavuum tube).

B: Sink state: the stage is driven from
a positive voltage. The output current of
the 3-terminal device increases. The extra
(sink) current is delivered by the output
bias voltage source. The output voltage of
the 3-terminal device drops below V5 and
the load voltage v, drops below zero.

C: Source state: the stage is driven from
a negative voltage. The output current
of the 3-terminal device decreases. The
excess current delivered by the output bias
current source flows through the load. The
output voltage of the 3-terminal device
rises above Vp and the load voltage v,
becomes positive.

D: Compact model of the biased 3-
terminal element. This model comprises
an active element: a voltage-controlled
voltage source. For the sake of simplicity,
a possible reverse transfer is not modeled.
Under the conditions that no breakdown
or saturation effects are present, this stage
operates in Class A.

Io 8
v
« —
T T T
Viat Vo Vor
tana = ‘I,—g

90 = tan 8 = |(1q,vo)

Figure 3.13: V — I characteristic of a two-
terminal resistive elements that exhibits a
current source character when biased at a
sufficiently large voltage.

3 A two-terminal resistive element ex-
hibits a voltage source character if, at an
operating point (Vp, I), its small-signal
. . v,

resistance is smaller than %.

A two-terminal resistive element ex-
hibits a current source character if, at an
operating point (Vo, Ip), its small-signal

. I
conductance is smaller than V—Z
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1 ﬁ
2
Symbol for

biased 3-terminal
A active device.

Figure 3.14: Symbol for a generalized
biased 3-terminal active device.

3.5 Conclusions

In this chapter, we have discussed in which way the amplification function
can be implemented with the aid of electronic devices and power sources.
We have seen that a two-terminal, nonlinear, passive device, in conjunction
with power sources can provide an available gain larger than unity, if such a
device is biased in an operating point in which its small-signal resistance is
negative. Biasing of such a device is performed by placing a current source
in parallel with the device and a voltage source in series with the device, in
such a way that the operating point of the device does not depend on the
v — i characteristic of a passive, DC termination. Either the bias voltage or
the bias current can be selected freely, while the other one follows from the
one selected and from the device’s v — i characteristic and the temperature.
The implementation of amplification with three-terminal devices proceeds
similarly. Three-terminal active devices such as MOS transistors, BJTs or vac-
uum tubes can be regarded as nonlinear two-ports of which the input port
and the output port share one terminal. When properly biased, these de-
vices can also provide an available power gain that exceeds unity. To this
end, we need to select a proper operating point and bias each port with a
current source and a voltage source in such a way that the biasing is inde-
pendent of the passive DC termination resistance at both ports. Two of the
four bias sources can be designed freely, while the other two follow from the
device characteristics. As we will see later, important performance aspects,
such as the noise performance, the dynamic behavior and the nonlinearity
show a direct relation with the biasing quantities at the output port. For this
reason, the bias current and the bias voltage of the output port are usually
selected by design, while the bias voltage and current of the input port have
to be adjusted such that the device’s operating point does not depend on the
temperature and on the passive DC termination resistance at both ports.

3.5.1 Generalized biased active device

In the following chapters, we will design amplifiers using biased active de-
vices. Since the design theory itself is technology-independent, we will use
one symbol for a generalized biased device. This symbol is shown in Figure
3.14A. It refers to any type of biased active device, as indicated in Figure

3.14B.
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*Based on Python and Maxima Computer
Algebra Systems.

4.1 Introduction

Since the invention of the vacuum tube, the design of electronic circuits has
indissolubly been connected with the development of electronic devices. In
fact, the design of electronic circuits cannot be performed without knowledge
of the physical operation of the devices from which they will be constructed.
However, the approach to the design of application-specific amplifiers, as pre-
sented in this book, does not depend on the technology in which the cir-
cuits finally will be realized. The design approach, the concepts and the
techniques presented can be used for designing vacuum tube amplifiers, am-
plifiers realized with discrete components or amplifiers realized in modern
CMOS IC processes. Different technologies, simply introduce different de-
sign constraints and offer different possibilities for the implementation of the
concepts. The designer’s task is to deal with the limitations and maximally
exploit the specific implementation possibilities of the selected technology.
For this reason, knowledge of the operation and modeling of electronic de-
vices is regarded indispensable for designers of electronic circuits. However,
physics and modeling of electronic devices has become a field of knowledge
on its own. A full treatment would require a bookshelf full of material and
is considered outside the scope of this work. The reader is assumed to have
basic knowledge of the operation and modeling of discrete semiconductor
devices, of passive devices and of CMOS and BiCMOS IC technology.

During circuit design, the designer must know in which way the perfor-
mance aspects of the circuit are related to those of the electronic devices and
how they can be affected by design. In general, the performance aspects
of electronic devices depend on the device type and on its operating con-
ditions. In IC technology, device scaling may also be used for performance
optimization. Hence, our aim is to briefly summarize topics related to de-
vice selection, device scaling and selection of an operating point. This will
be done for so-called active semiconductor devices only, hence for semicon-
ductor devices that, when applied in conjunction with power sources, exhibit
amplifying capabilities. We will confine ourselves to Bipolar Junction Tran-
sistors (BJTs), Junction Field Effect Transistors (JFETs) and Metal Oxide Sem:i-
conductor Field Effect Transistors (MOSFETs). We will describe their basic
operation and device models.

In this book, we will advocate the use of different device models at differ-
ent stages of the design process. At an early stage, we usually want to use
relatively simple models that describe performance aspects of interest accu-
rate enough to motivate early stage design decisions. Based on the analysis
of relevant performance aspects, we will be able to select the device and its
operating region. Parameters for these simplified models can be found from
simulation with more complete models, or by estimating them from the pa-
rameters of those models or graphs. At a later stage, numeric simulation
with more elaborate models is required to give an accurate prediction of the
circuit operation. Nowadays, automated circuit optimization is used to ob-
tain the best possible performance with the lowest cost factors and sensitivity
for production process variations. Automated circuit optimization, however,
is outside the scope of this book.

4.1.1 Design equations and symbolic circuit analysis

Setting up design equations for specific performance aspects, such as, noise
behavior, small-signal dynamic behavior and temperature stability requires
symbolic circuit analysis. SLICAP (Symbolic Linear Circuit Analysis Program)
is an open-source symbolic simulator that can be used for this purpose.’ It
uses linearized (small-signal) device models of which the parameters can be
related to the technology, the geometry and the operating point of a device.



SL1CAP will be used throughout this text book.

4.1.2 Numeric circuit analysis

The development of device models and the development of circuit simulators
is an ongoing process that helps to increase the predictability of the behavior
of electronic circuits. The first version of Berkeley sricE (Simulation Pro-
gram with Integrated Circuit Emphasis) was released in 1973. The program was
written in Fortran by Nagel (see [Nagel-M382]> and [Nagel-M520]3). Within
a few years, sp1CE2 was released and widely accepted by circuit manufac-
turers. sPICE3 was written in C by Quarles (see [Quarles-M89/42]4), it was
released in 1989. Nowadays many sricEe-like simulators have been integrated
in CAD software packages.

Most spicE-like simulators can perform DC, AC + Noise and Transient
analysis. The DC analysis uses nonlinear instantaneous device descriptions.
During DC analysis all dynamic effects are discarded. The AC analysis uses
linearized dynamic device descriptions. The operating point for the lineariza-
tion is found from a DC analysis that always precedes the AC analysis. The
AC analysis is in fact a small-signal frequency-domain analysis.

The influence of stationary noise sources can be evaluated with a small-
signal noise analysis.

The transient analysis performs a time-domain analysis thereby using non-
linear dynamic device descriptions.

Some spicE-like simulators are also capable of performing time domain
noise analysis.

In this chapter, we will briefly describe basic models for spP1CE3X versions.
For a more detailed study of device modeling for spicE, the reader is re-
ferred to literature: [SPICE1988]5. From these sPICE models, we will derive
simplified descriptions that can be used for hand calculations for estimating
dominant behavioral properties of the device. Some sPICE versions as well
as other simulators support more elaborate models.

Most simulators also provide operating point information that can be used
for the analysis of linearized circuits. If not, design engineers have to use IC
design manuals or data sheets and extract these parameters from measured
device characteristics. Alternatively, they can be determined from simula-
tions with more complex models.

4.1.3 Simulation accuracy

The validity of the simulation results is limited by the level of detailing in
the device models, the accuracy of the model parameters and the numerical
routines that have been implemented in the simulator. Both the numerical
routines and the device models are continuously improved. The validity of
the model parameters, however, is not always obvious; particularly when us-
ing discrete components. Many CAD packages include device libraries with
parameter values that are represented by more than three digits. However,
the suggested accuracy may be far beyond reality. On the one hand, physi-
cal reproducibility does not justify the suggested accuracy, while on the other
hand the characteristics obtained from simulation with typical parameter val-
ues may not correspond to those obtained from typical measurement data.
Parameter extraction is a critical process and the designer should be aware
of the validity of the models and the parameters. In case of any doubts the
designer should check whether results obtained with measurements given in
data sheets, can be reproduced with simulations.
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¢ William Shockley. Circuit element utiliz-

ing semiconductive material, June 1948

Vertical NPN

substrate collector base emitter
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4.1.4 This chapter

Basic models for the BJT, the JFET and the MOSFET will be discussed in
sections 4.2, 4.3 and 4.4, respectively. For all these devices will start with a
brief description of the available device types, their symbols and their sim-
plified physical structure. We will then focus on the device models that are
implemented in sPICE and derive simplified models for hand calculations.

Section 4.5 is devoted to the implementation of these device models in
SLICAP.

4.2 Bipolar transistors

In December 1947, John Bardeen, Walter Brattain and William Shockley dis-
covered the transistor effect and developed the first device. The patent [Shock-
ley1952]° was issued on September 25, 1951. For this invention, the inventors
obtained the Nobel Prize in Physics in 1956.

LATERAL PNP

base emitter collector

l 0
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w w w iiolation
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|so|at|on
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Discrete NPN

Figure 4.1: Cross-section of an integrated
circuit vertical NPN transistor and a

lateral PNP transistor and their schematic

symbols.

7 Minorities in the base.

Integrated Circuit NPN

Discrete PNP Integrated Circuit PNP

Bipolar junction transistors (BJTs) are available as discrete components or
as integrated circuit devices. Figure 4.1 shows the cross sections of a vertical
NPN transistor and a lateral PNP transistor, realized in a simple junction-
isolated bipolar integrated circuit process. Both vertical NPN and PNP bipo-
lar transistors are available in so-called complementary bipolar IC processes. In
IC technology, the transistors are realized in separate islands, isolated either
by depleted PN junctions or by SiO,. Figure 4.1 also shows the symbols that
are used for both transistors with and without substrate connection.

4.2.1

In the so-called forward active region, the emitter base junction is forward
biased and the base collector junction is reverse biased. In an NPN transistor
electrons are then injected from the emitter into the base.” Due to this injec-
tion the concentration in of electrons in the base at the emitter-base junction
increases. This causes a diffusion current of electrons in the base towards the
collector. At the base-collector junction the concentration of electrons is zero
because the drift field in the reverse biased base-collector junction accelerates

Operation
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them towards the collector terminal. In modern transistors, the recombina-
tion of the minorities (electrons) in the base is very low and almost all elec-
trons injected by the emitter will reach the collector terminal. A small reverse
injection of holes from the base into the emitter causes a so-called ideal base
current. This current can be kept low by keeping the doping level of the base
much lower than that of the emitter.

The width of the base-collector depletion layer depends on the collector-to-
base voltage. Since the base doping level usually exceeds the collector doping
level, the depletion layer extends mostly in the collector region. However, an
increase the reverse collector-to-base voltage causes a small decrease of the
base width, thereby increasing the collector current. The resulting collector-
to-base voltage dependency of the collector current is called the Early effect,
named after its discoverer James M. Early8 (see [Early1952]9).

When the excess minority density in the base exceeds the doping level, we
speak of high injection. At high injection levels the majority carrier concentra-
tion increases with the excess minority concentration, resulting in a reduction
of the emitter efficiency by a factor two.

4.2.2 Gummel-Poon model

The Gummel-Poon model (see [GummelPoon1970]*°) is a charge-control model
of the bipolar transistor that is used in spice-like simulation programs. It de-
scribes the behavior of bipolar transistors outside the breakdown or strong
saturation regions. The operation of parasitic substrate transistors is also not
modeled. Since, at high frequencies the substrate current can generally not
be neglected, a voltage-dependent junction capacitance is added to the three-
terminal transistor model. Four-terminal NPN transistors that are fabricated
in standard bipolar processes, have their substrate capacitance connected to
the collector. sPICE also has a model for lateral PNP transistors. These tran-
sistors have their substrate capacitance connected to the base.

In this section, we will give a short description of this charge-control model
and its implementation in srIcE. The Gummel-Poon model for four-terminal
NPN transistors is shown in Figure 4.2.

The charge based Gummel-Poon model is an enhancement of the older
Ebers-Moll model that describes the transistor as two merged PN diodes (see
[EbersMoll1954]'").
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8 James M. Early (July 25, 1922 - January

12, 2004) was an American engineer, best
known for his work on transistors and
charge-coupled device imagers. He is also
known as Jim Early. Early was the first to
make a transistor that would oscillate faster
than "a thousand megacycles" (1 GHz),
circa 1952, for which feat he won a bottle

of Scotch whisky from John Robinson
Pierce. He also developed the transistors
for America’s first commercial commu-
nications satellite, the Telstar I.[2] In the
early 1970s, Early led research for Fairchild
Semiconductor, where he invented the
vertical anti-blooming drain for CCD image

Sensors.
9].M. Early. Effects of space-charge layer

widening in junction transistors. Proceed-
ings IRE, 40:1401-1406, 1952

*H. K. Gummel and H. C. Poon. An
integral charge control model of bipolar
transistors. Bell Syst. Tech. |., 49(5):827-852,
May-June 1970

Figure 4.2: sp1cE Gummel-Poon model of
the four-terminal vertical BJT.

'].J. Ebers and J.L. Moll. Large-signal
behavior of junction transistors. Proceedings
of the IRE, 42(12):1761-1772, 1954
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2 The intrinsic transistor is the transistor
without the bulk resistors R,, R, and R..
its connections to the external circuit are e’,
b’and ¢’.

Static (DC) operation

For static operation, the transistor is modeled as a nonlinear resistive net-
work that consist of the intrinsic transistor'? with added bulk resistances R,,
Ry and R.. The intrinsic transistor is modeled with a number of nonlinear
voltage-controlled elements. In the expressions, the Gummel-Poon model
parameters are written in SMALL CAPITALS. An overview of all the model
parameters is given in section 4.2.3.

1. The ideal base currents consists of injected majorities from the base into
the emitter, or from the base into the collector (in reverse operation). They
are described by I, and Ij:

I Vit
Ipe = [5% (exp <7N:LEIT> - 1> , (4.1)

_ £ Vblcl _
foe = Br <eXp (NRUT> 1> ’ (42)

where ¢/, b’ and ¢’ are the collector, base and emitter of the intrinsic transis-
tor, respectively. The thermal voltage Ut equals %, in which k represents

the Boltzmann constant (1.381 x 10-2*J/K) and g the elementary charge
(1.602 x 1071 C) . At room temperature (T = 293K), Uy equals 25.26mV.

The forward current gain fr and the reverse current gain Sr both depend
on temperature. Their values at reference temperature Ty are given by
the parameters BF and BR, respectively. Their temperature behavior is
modeled with the parameter XTB as

Br(T) = BF <;;>m, (4.3)
Br(T) = BR (;{))m. (4-4)

2. The non-ideal base currents model recombination of minorities in the base.
For forward and reverse operation they are given by I, and I, respec-

tively as
V/ /
I,e = ISE (exp (#&T) - 1) , (4.5)

L. = 15C (exp <N‘2)2,CIIT) — 1) . (4.6)

3. The transport current of minorities from the emitter to the collector is
represented by the transport current I..

_ % Vblel - Vb’c/
o = o) 1S <exp (7NFUT) exp (7NRUT)) , (4.7)

where Qo and Q, are the total minority charges in the base at zero bias
and applied bias (Vjr,r, Vyr) , respectively. Their ratio is defined as

1 V// V//
&77(1+—Cb+e—b)+ 4-8)

Qw2 VAF = VAR

1 Vo Vay\> 1 Viyer I Ve
- (1 c'b e'b i b'e -1 I b'c ~1).
\/4( + VAF +VAR +IKF xp NrUT +IKR p NRUT

The parameters VAF and VAR represent the forward and the reverse Early
voltages, respectively. The saturation current s is a function of temperature.
Its value at the reference temperature Ty equals 1s. The temperature effects



are described by xT1 and the bandgap voltage Ec:

The temperature dependence of the non-ideal base currents I;, and I;. can
differ for the various sPICE versions. We therefore refer to the appropriate
reference manual. The bulk resistors R., R, and R, in series with the ter-
minals of the intrinsic transistor are modeled by the parameters kB, RE and
RC, respectively. Some sPICE versions support the modeling of temperature
effects on these resistors.

The parameters IKF and 1KR represent the current at which high injection
occurs for forward and reverse operation, respectively.

Dynamic effects

Under non-equilibrium conditions, changes in the excess minority base charge
and in the charge stored in the base-emitter and base-collector junction capac-
itances cause dynamic currents. The dynamic parts of the terminal currents
I, I and I, can be obtained as

dQu  dVys | dVe

Ie = Iec — Ipe — Lie + TR Cjc I +¢js T (4.10)
d AV
L= —Iee — Ipe — Lre + ?tde — Cje dl;e , (4.11)
d A AV
Ib = Ibe"‘lbc"‘lre‘"lrc"’EQb—FC]'C%-FC]’e dljfg , (4.12)
dVes
Is = —cjs—~ (4.13)

where Qg, and Q. represent the excess minority charges in the base, and
¢jc and cj, are the (small-signal) base-collector and base-emitter junction ca-
pacitances, respectively. The total excess minority charge depends on the mi-
nority transport current I, and the minority transit time in the base. These
transit times are modeled by ¢f and TRr for forward and reverse operation,
respectively. The associated excess minority charges Q . and Q. can be ex-

pressed as
Virer
Qie = lecTs (exP ( Lb[; )) , (4.14)

Quac = IecTr <eXP (VUL;/)) . (4.15)

The forward transit time 7y is modeled as a function of both the forward
ideal transport current ;s and the collector to base voltage Vy. At high
currents Ty increases due to the so-called base push-out or Kirk effect (see
[Kirk1962]13):

2
Itf Vb’ /
= 1 —_— < .
T (XTF Lir + ITF) &P (1.44VTF> ’ (4-16)

where the ideal forward transport current ;s is defined as

Vble/
Lif = . .
— wn

The amount of charge stored in the depletion capacitances of PN-junctions
depends on the voltage across these junctions. Due to the voltage dependence
of the depletion layer width, this charge shows a nonlinear relation with the

4.2. BIPOLAR TRANSISTORS

3 C. T. Kirk. A theory of transistor cut-
off frequency (f;) falloff at high current
densities. IEEE Trans. Electron Devices,
ED-9(2):164-174, February 1962
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Figure 4.3: Small-signal equivalent circuit
of the bipolar transistor in the active
forward region. In the Gummel-Poon
model, the collector base resistance 7, is co.

voltage. In sPICE the ¢;(V) relation instead of the Q;(V') relation is modeled.
For reverse biased junctions (V < 0) the value of the depletion capacitance is

modeled as:
C;(0)

Where C;(0) is the zero bias depletion capacitance, V; the built-in junction
barrier voltage and M the junction grading factor, M = 0.33 for linear graded
junctions and M = 0.5 for step junctions. These expressions are also used for
weakly forward biased junctions. srICE uses this expression if the forward
junction voltage V is smaller than Fc times the built-in junction voltage. The
SPICE parameter FC has a default value of 0.5.

The bipolar transistor model has three junction capacitances. Their values
for reverse biased junctions are

C](V) = (418)

cjc
Cje =~ Wi/ (4-19)
=
7C
CJE
Cie = T, (4.20)
(1)
cJs
Cis = 7, \ws* (4.21)
%)

vIs

Model improvements

One improvement of the enhanced Gummel-Poon model is the modeling of
a current-dependent base resistance. This effect, however, is not found from
noise measurements. The current-dependency of R, is characterized by three
parameters RB, RBM and IBM that represent the maximum value, the mini-
mum value at high currents and the current where the resistor is halfway its
minimum value, respectively. In some sPICE versions, the temperature de-
pendency of the bulk resistors is modeled. Some sPICE versions have model
extensions for deep saturation (strongly forward biased collector-base junc-
tion).

Small-signal dynamic model

Ty ) C ) R(;
2 — P [ ¢ g
1 1
gmvb,E,

For small excursions from an operating point Q, at which the DC oper-
ating currents and voltages are given by Iz, Ic, Vpr and Vg, we can use a
small-signal equivalent circuit. The values of the small-signal model param-
eters are obtained from differentiation of the v — i and g — v relations in the
operating point Q. The small-signal equivalent model of the BJT is shown in
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Figure 4.3. The Gummel-Poon model does not include r;,. This small-signal
model is usually referred to as the hybrid-7t small-signal equivalent circuit, its
parameters are

Vv, 9
= Rb|Qr Tn = aﬂel o’ ( Qdc +C]CXC]C)‘Q,
— _ 9]
R, = RE, &m = Jus o = (1 —xcjc c]C|Q,
WVere d
nere =l o= (e,
J— a‘//l
= o0 g T slg-
Stationary noise model
Up Ve
b p +f\_ b & +f\_ R.
O
e A T o
Tr To T
3 ipf ic
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In sricE, frequency-domain noise analysis can be performed with a small-  Figure 4.4: Small signal hybrid 7 equiva-

signal noise analysis. For this purpose independent and stationary noise lent circuit with noise sources.

sources are added to the small-signal hybrid-7r equivalent circuit from Figure
4.3. The resulting noise model is shown in Figure 4.4. The noise sources v}, v,
and v, represent the thermal noise of the bulk resistors. These sources have
a Gaussian amplitude distribution function and a uniform spectrum. Their
spectral densities are

S.p = 4kTr, [V?/Hz], (4.22)
Spe = 4kTR, [V?/Hz], (4.23)
Sve = 4kTR. [V?/Hz]. (4.24)

The current sources 7, and i, represent the shot noise of the base current
and the collector current in the operating point, respectively. These sources
have a Gaussian amplitude distribution function and a uniform spectrum.
Their spectral densities are given by

Sy =2qlp [A%/Hz] (4-25)

Sic =2qlc [A*/Hz] (4.26)

The noise source iy represents the flicker noise associated with the base
current. This source has a Gaussian amplitude distribution function and a

power spectrum that is inversely proportional with frequency. The spectral
density S;,¢ of this source is modeled as

IAF
Sivf = KFTB [A2/Hz], (4.27)
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Table 4.1: Types of BJTs supported in spICE.

Figure 4.5: Circuit for determination of the
DC characteristics of a BJT with sPICE.

i
-

—\JXF ‘4713 =

Figure 4.6: Determination of the forward
Early voltage vAF from the extrapolated
Ic(Vcg) curve.

4 Named after Hermann Karl Gummel
(1923, Hannover Germany), a pioneer in
the semiconductor industry.

where KF and AF are the model parameters for this 1/ f noise term.
The noise current associated with the base current is often described with
the aid of the noise corner frequency f; of the 1/ f noise:

szwho+%)[¥ﬁm, (4.28)

where the corner frequency f; of the % noise is obtained from (4.25) and (4.27)
as

_ KE (ar-1)
fo= g5 Y Tz, (4:29)

Low-noise B]JTs can have f; below 100Hz. This cut-off frequency strongly
depends on the applied technology. In modern RF IC processes it may exceed
10kHz.

4.2.3 Device parameters

In this section, we will give an overview of the Gummel-Poon model parame-
ters. Both NPN and PNP devices have positive valued parameters. sr1ce has
different BJT models for vertical and for lateral transistors. The supported
BJT types are listed in Table 4.1.

model | description

NPN vertical NPN transistor with collector-substrate capacitance
PNP vertical PNP transistor with collector-substrate capacitance
LPNP lateral PNP transistor with base-substrate capacitance

The sricE parameters of the Gummel-Poon model are listed in Table 4.2.
There are two arguments AREA and TEMP that represent the device emitter
area scaling factor and the device temperature, respectively.

4.2.4 Simulated device characteristics

Figure 4.5 shows a test bench for simulation of the device characteristics. The
netlist file is shown below:

1 DCchars
2 * FILE: myNPN_DCchars.cir

3 x LTspice circuit file

4 VBE100

5 VCE2 00

6 Q1 2 1 0 myNPN

7 .model myNPN NPN

8 + IS=0.5f BF=100 NF=1 IKF=100m ISE=10f NE=2 RB=10 VAF=20
9 + TF=1n CJE=5p CJC=1p VJE=0.6 VIC=0.8 XTF=1 VTF=2 ITF=20m
10 .dc VCE @ 5 10m VBE 0.6 0.65 10m

11 * .dc VBE 0 0.65 10m VCE 1 5 1

12 .end

The simulation results are shown in Figure 4.7. These figures show that
the BJT behaves as a voltage-controlled current source. In the Gummel-Poon
model the input current Iz only depends on the input voltage. The output
current is controlled by the input voltage. Over a wide range of output volt-
ages it shows a weak dependence of the output voltage. For the forward
active region, this is characterized with the forward Early voltage vafr. The
value of this parameter can be found from the intersection point of the ex-
trapolated I (Vg) characteristic and the x-axis, as shown in Figure 4.6.

Gummel plot

The Ip (Vpg) characteristic and the Ic (Vpg) characteristic plotted together
on a semi-logarithmic scale is called the Gummel plot."* It shows the ex-
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name | description unit | default | AREA
1s transport saturation current A 10716 *
NF forward emission coefficient - 1

VAF forward early voltage \Y 00

IKF forward high-injection knee current A 00 *
BF ideal forward DC current gain factor - 100

ISE base-emitter leakage saturation current A 0 *
NE base-emitter leakage emission coefficient - 1.2

EG bandgap voltage \Y 1.11

XTI temperature coefficient (1s) - 3

NR reverse emission coefficient - 1

VAR reverse early voltage \Y oo

IKR reverse high-injection knee current A 00 *
BR ideal reverse DC current gain factor - 1

ISC base-collector leakage saturation current A 0 *
NC base-collector leakage emission coefficient - 2

XTB temperature coefficient (BF, BR, ISE, ISC) - 0

RB zero-bias base resistance Q 0 *
IRB current at which Ry, falls halfway to RBM A 00 *
RBM minimum value of R, at high current @) RB *
RE emitter bulk resistance (@) *
RC collector bulk resistance Q *
TNOM | temperature for parameter measurement °C 27

TF ideal forward transit time s 0

XTF coefficient for bias dependence of TF - 0

VTF voltage describing Vpc dependence of TF \Y% )

ITF high-current parameter for effect on TF A 0 *
PTF excess phase at f = 1/(27tTF) [Hz] deg | o

TR ideal reverse transit time s 0

CJE base-emitter zero-bias depletion capacitance F 0 *
VJE base-emitter built-in potential \Y% 0.75

MJE base-emitter junction grading coefficient - 0.33

cJC base-collector zero-bias depletion capacitance F 0 *
vjC base-collector built-in potential \% 0.75

iVife base-collector junction grading coefficient - 0.33

XCJC fraction of Cp, connected to internal base - 1

cJs collector-substrate zero-bias depletion capacitance | F 0 *
vJs collector-substrate built-in potential \Y% 0.75

MJS collector-substrate junction grading coefficient - 0

FC forward bias depletion capacitance coefficient - 0.5

KF flicker noise coefficient - 0

AF flicker noise exponent - 1

Table 4.2: BJT Gummel-Poon model pa-
rameters. An asterix (*) in the AREA column
indicates scaling of the corresponding
parameter with AREA.
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Input Characteristics

Output Characteristics

0.5 , , 45 —
— IB(VCE=1) [uA] 40 — IC(VBE=600m) [uA]
0.4 — IB(VCE=2) [uA] | — IC(VBE=610m) [uA] I
"= IB(VCE=3) [uAl] — IC(VBE=620m) [uA]
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Figure 4.7: DC input and output character-
istic of the transistor "myNPN", obtained
from simulation with the circuit from
Figure 4.5.

5 Simulation of very small currents re-
quires a modification of the minimum
conductance simulation parameter GMIN.
This parameter determines the value of the
conductance that sPiCE places between the
nodes to enhance the convergence during
determination of the operating point.

(c)

+
Ves ()
\ Io

Ip

Vi ()

Figure 4.8: Circuit for determination of the
Gummel plot with sPICE.

ponential relation between the base to emitter voltage and the base current
components. Figure 4.8 shows the simulation setup for this plot. The srICE
netlist file is shown below:*>

* FILE: gummelPlot.cir

* LTspice circuit file

VBE b 0 0

VCB ¢ b 0

Ql c b © myNPN

.model myNPN NPN

+ IS=0.5f BF=100 NF=1 IKF=100m ISE=10f NE=2 RB=10
.options gmin=1f

.dc VBE 0 1 10m

.end

OO WO\ Ul W N R

[

Figure 4.9 shows the resulting Gummel plot. It shows the exponential re-
lation between the base-emitter voltage and the collector current over many
decades. The parameter BF models the ratio between the ideal collector cur-
rent and the ideal base current. At very low current levels, the non-ideal base
current models the recombination of minorities in the base. At high collector
currents, high injection reduces the slope of the I- (Vzg) curve by a factor
two, while the voltage drop across the bulk resistors causes a deviation of the
ideal exponential relation.

Definition of Spc

The DC current gain Bpc of a bipolar transistor is defined as the ratio of the
DC collector current I and the DC base current Ip:

Ic
Bpc = I
The DC current gain is a function of the collector current. This can be seen
from the Gummel plot. Due to the Early effect, it also increases with the
collector-emitter voltage.

Definition of 8 4¢

The small-signal current gain is somewhat misleadingly denoted by B c.
This small-signal quantity is defined for infinitesimally small excursions from
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the operating point:

ol

Bac = BT (4.30)

Q
alternatively we may write

ol

ﬁAC — . aVb/E/
aVblel

= 8&ml'r- (4.31)
Q
Figure 4.10 shows the DC current gain and the static (zero-frequency) for-

ward small-signal current gain ¢ versus the collector current of myNPN for
Vep = OV

Beta DC, Beta AC
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Dynamic behavior of 4¢

At high frequencies the small-signal current gain f4c drops below its static
value. This is caused by charge storage in the base due to the finite transit
time for minorities and in the depletion regions. The cut-off frequency of
a bipolar transistor is defined as the frequency at which the magnitude of
B ac equals unity. The cut-off frequency wr is a figure of merit for the speed
limitation of the bipolar transistor.

Figure 4.11 shows the simulation test bench for the determination of the
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Figure 4.9: Gummel plot of the transistor
"myNPN", obtained by simulation with the
circuit from figure 4.8.

Figure 4.10: The forward DC current gain
Bpc and the forward static small-signal
current gain B4c of "myNPN" as a function
of the collector current.
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Figure 4.11: Simulation test bench for
determination of the cut-off frequency fr
as a function of the DC collector current.

Figure 4.12: Plot of FT versus frequency of
"myNPN", obtained with the simulation
test bench from Figure 4.11.

cut-off frequency using sp1ck. The voltage amplifier E; provides the driving
conditions for the bipolar transistor such that its operating collector current
and collector-emitter voltage equal I and Vg, respectively. The large capac-
itor C; prevents feedback at signal frequencies of interest, while it concur-
rently provides the condition for measuring the short circuit collector current.
Below is the LTsrIcE listing of the netlist file of the circuit from Figure 4.11:

myNPN_FT

* FILE: myNPN_FT.cir

* LTspice circuit file for plotting fT(Ic)
413

23DCOACI
I1 0 4 {Ic}
7 C11061

8 206101

9 Q1 4 3 0 myNPN

10 .model myNPN NPN

11 + IS=0.5f BF=100 NF=1 IKF=100m ISE=10f NE=2 RB=10

12+ TF=1n CJE=5p CJC=1p VJE=0.6 VJC=0.8 XTF=1 VTF=2 ITF=20m

13 .ac dec 50 1 1G

14 * LTspice syntax for plotting fT(Ic)

15 .step dec param Ic 100n 10m 10

16 .meas AC fT FIND Frequency WHEN dB(I(V1)/I(V2))=0 CROSS=1

17 * Run this netlist and press CTRL + L in the trace window

18 * This will bring up the output file (Spice error log) window
19 * In this window right-click "Plot .step’ed .meas data"

20 .end

U W N R
<
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The simulation results for myNPN are shown in Figure 4.12. At low currents
the cut-off frequency is dominated by the depletion capacitance, while at high
frequencies it is limited by the forward transit time TF. The maximum value



fTmax Of the cut-off frequency can be estimated from TF:

1
27TTE

f Tmax ~ (432)

At high collector currents, the base region tends to extend towards the col-
lector. This base push-out or Kirk-effect (see [Kirk1962]*°) causes a reduction
of the cut-off frequency at high collector currents.

Operating point information

The current-drive capability and voltage-drive capability of a B]T depend on
the DC collector current I and the collector-emitter voltage V-, respectively.
Many other performance aspects, such as, the noise performance and the
cut-off frequency also show a direct relation with the collector current. As
a consequence, we usually want to fix the operating point through fixing I
and VCE~

A method for fixing the operating point of nonlinear resistive multi-terminal
devices has been discussed in Chapter 3. According to the presented method,
fixing the operating point of a BJT by means of Ic and Vg, requires the ad-
dition of a voltage source Vi between the collector and the output and a
current source I that flows from the emitter to the collector.

In order to obtain zero output voltage and zero output current for all DC
input and output terminations, a voltage source Vpr has to be placed in series
with the base and a current source Ig has to be connected in parallel with
the base-emitter junction. The values of these input sources depend on the
required values of I- and Vi, on the DC characteristics of the device and
on the operating temperature. They can be determined with the aid of the
circuit from Figure 4.13. The nullator at the output port (collector-emitter)
sets the condition for zero output voltage and zero output current, while the
norator at the input port delivers the correct driving quantities to satisfy these
conditions. The nullor is not available in srICE but it can be implemented
with two unity-gain voltage-controlled voltage sources as illustrated in this
figure.

SpiCE returns small-signal parameters in a certain operating point as the
result of an operating point analysis (.op statement). The parameters re-
turned depend on the device model and the sricE version. Table 4.3 gives
an overview of the small-signal parameters of the Gummel-Poon model re-
turned by different sr1CE versions.

Below the listing of a circuit for determination of the small-signal param-
eters of myNPN for Ic = ImA and Vg = 3V.

FILE: myNPN_OP.cir
SPICE circuit file

* ¥ ¥ ¥

Transistor with VCE and IC definition
Q1 1 2 0 myNPN

VCE 1 3 {V_CE}

IC 0 3 {I_C}

*

* nullor
10 E14030
11 E22 024
12 *

13 .model myNPN NPN

14 + IS=0.5f BF=100 NF=1 IKF=100m ISE=10f NE=2 RB=10

15 + TF=1n CJE=5p CJC=1p VJE=0.6 VIC=0.8 XTF=1 VTF=2 ITF=20m

WO QUTR W N R

O

1
1

16 *

17 .param V_CE=3 I_C=1m
18 .op

19 .end

If simulators do not provide the operating point information for the hybrid-
7t equivalent circuit from Figure 4.3, the designer can:
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* C. T. Kirk. A theory of transistor cut-
off frequency (f) falloff at high current
densities. IEEE Trans. Electron Devices,
ED-9(2):164-174, February 1962

~~" implementation of
the nullor with two
unity-gain VCVS

@ .
+ yCv =
1 Jl
Y+ A -
o—
D —————)

Figure 4.13: Simulation test bench for de-
termination of the small-signal parameters.
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1. Estimate it from the characteristics given in data sheets or design manuals

2. Obtain it from AC (small-signal) analysis in the desired operating point.

name description (see Figure 4.3) LTspice | SIMetrix | Pspice | ngspice
Bpc DC current gain BetaDC | BetaDC BETADC

Bac Zero frequency small-signal current gain BetaAC | BetaAC BETAAC

Che Small-signal internal base-collector capacitance | Cbc Cjc CBC cmu
Cre Small-signal base-emitter capacitance Cbe Cje CBE cpi
Ces Small-signal collector-substrate capacitance Cjs Cjs CcJs csub
Chx Small-signal external base-collector capacitance | Cbx Cxjc CBX cbx
m Forward transconductance Gm Gm GM gm
Ip DC base current Ib 1B 1B ib
Ic DC collector current Ic IC IC ic
Ig DC collector current - IE ie
Is DC substrate current - IS - -

p DC power dissipation - Power - -

p Small-signal base resistance Rx Rbase - -
gy = % Small-signal base conductance - - GX gx
To Small-signal output resistance Ro Ro RO -
o= %ﬂ Small-signal output conductance - - go
I'r Small-signal internal base-emitter resistance Rpi Rpi RPI -
gn = ;- | Small-signal internal base-emitter conductance | - - - gpi
Ty Reverse resistance - - - -
8 =7y Reverse conductance - - - gmu
Fr Cut-off frequency Ft - FT -
VBE DC base-emitter voltage Vbe Vbe VBE vbe
Ver DC collector-base voltage Vbc Vcb VBC vbc
Vee DC collector-emitter voltage Vce Vce VCE -

Table 4.3: Small-signal parameters of the
Gummel-Poon model, returned from an
operating point analysis with various
simulators.

7 Colin C. McAndrew, Jerold A. Seitchik,
Derek F. Bowers, Mark Dunn, Mark Foisy,
Ian Getreu, Marc McSwain, Shahrir
Moinian, James Parjer, David J. Roul-
ston, Michael Schroeter, Paul van Wijnen,
Lawrence F. Wagner. VBICg5, The Vertical
Bipolar Inter-Company Model. IEEE Jour-
nal of solid-state circuits, 31(10):1476-1483,
October 1996

 DC behavior.

4.2.5 Other models

For modern SiGe RF IC processes the Vertical Bipolar Inter-Company (VBIC)
model of the BJT is often used. The model is a public domain replacement
for the Gummel-Poon model. It has improved modeling of the saturation
region and includes modeling of breakdown and thermal effects. For more
information, the reader is referred to literature [VBIC1996]*7.

4.2.6 Simplified models for hand calculations

Complete sp1CcE models are suitable for numerical simulations but they are
too complex to provide design information from analytical expressions. For
this purpose we need simplified models that are suited for hand calculations.
In this section, we will derive these models from the Gummel-Poon model.
We will introduce a large-signal static model, a small-signal dynamic model
and a noise model that can be used for analytical determination of the oper-
ating point, the dynamic small-signal transfer and the noise behavior of the
bipolar transistor, respectively.

DC behavior

The static large-signal behavior’® of a bipolar transistor in the active forward



operating region can roughly be predicted from the model shown in Figure
4.14. In this model, the bulk resistances, the high-injection effect, the non-
ideal base current and reverse operation have not been modeled. The model
describes port currents of a nonlinear resistive two-port as a function of the
port voltages:

Vi \%
Ic =158 (exp (%)) <1 + ﬁ) , (433)
_Ic
Ip = B (4-34)

The active forward operating range is limited by

Ve > 0, (4-35)

Vee > Vegsar- (4.36)
Where Vg sar is the collector-emitter voltage where the base-collector junc-
tion is forward biased at a current that cannot longer be neglected with re-
spect to the current in the forward biased base-emitter junction.

A simple model for hand calculations that includes operation in the for-
ward saturation region can be formulated as

V V Vi
con((onh) (or ) ().

_ 5 Vee 1) __18 Voc _
Iy = BETAF (exp Ur 1) BETAR <exp Ur 1) (438)

Small-signal dynamic model

In most cases, the small-signal dynamic behavior of the bipolar junction tran-
sistor in the active forward operating region can sufficiently accurate be de-
scribed with the simplified hybrid-7r equivalent circuit from Figure 4.15. The
bulk resistances R, and R, have been omitted. If xyc < 0.5, the base-collector
capacitances c;. and ¢y, can both be connected to the internal node (b’), if
not, they should both be connected to the external node (b). For both cases
we may then use
Cy = Cpx + Cpe- (4-39)
The small-signal parameters of the simplified hybrid-7r equivalent circuit
can be estimated from the Gummel-poon model parameters and the operat-
ing point, thereby ignoring the current dependency of the current gain, of
the base resistance and of the forward transit time. In this way we obtain, for
operation in the active forward region

VAF+V I
7y = RB, To = TCE, Cqx = CJE + TFV—S_, (4 40)
— _ Ic _ )
Ve = BFF, gm = TT’ C},[ = CJC.

fT and fmax

The cut-off frequency fr is defined as the unity-gain frequency of B4c. It can
be obtained as

8m
= —. 41
fr 27 (ex +6,) (4-41)
The cut-off frequency can be seen as a figure of merit for the amplifying
capabilities of a transistor.
A better figure of merit for the amplifying capabilities of an active device,
is the frequency at which the power gain of the transistor equals unity, when
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Iy o

T Ic (Vee, Vor) T
VBE l VC‘E

Figure 4.14: Simplified BJT model for
nonlinear instantaneous (DC) behavior.

9m V7r

Figure 4.15: Simplified hybrid-7r small-
signal equivalent circuit of the BJT.
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Figure 4.16: Simplified hybrid-7r small-
signal equivalent circuit with stationary
noise sources.

I(Vaca) ‘ I (Vaca)
+ +
Vaci () () Vaca

e (D) Q) ver

Figure 4.17: Simulation test bench for
determination of the hybrid-7r equivalent
circuit parameters.

is driven from and terminated with the complex conjugate of its input and
output impedances, respectively. Unity power gain of the BJT is found at the

frequency fmax, were
_ fr
finox =\ g (4.42)

The simplified noise model is shown in Figure 4.16. The noise contributions
of the bulk resistances R, and R are omitted, while the remaining noise
sources of the complete noise model from Figure 4.4 have been added to the
simplified hybrid-7r equivalent circuit from Figure 4.15.

Noise model

Vb

L.

L o T
= OW@%@ ST
le

Determination of hybrid-r parameters from simulation

IS+

The small-signal parameters can also be obtained from simulation. Figure
4.17 shows the simulation test bench for determination of the small-signal
hybrid-7r parameters.

The procedure is as follows:

1. Bias the transistor in the required operating point with the aid of the DC
voltage sources Vpr and Vicp. The value of Vg can be obtained from an
operating point simulation with the test bench from Figure 4.13.

2. Make V41 = 1,0 (magnitude 1, phase 0) and V4, = 0 and perform an
AC analysis over the frequency range of interest

3. Obtain approximations the values of the following parameters

1
o= Re{—1(Vac1)}’ 44
'
= Re{—-1I .
S —— e{—1(Vac2)}, (4-44)
Im{—I(Vac1)}
CTE"’CH = T (445)
4. Make V41 = 0 and Vycp = 1,0 (magnitude 1, phase 0)
5. Obtain approximations for the values of the following parameters
1
o= 5——"", .46
* " Re{~I(Vac2)} (440
_ Im{I(Vac1)}
Cy = W, (4-47)
ARl ! (4-48)

T Re{—I(Vacn)}

6. The base resistance rj, can at best be determined from noise measurements.
This will be explained later.
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4.3 Junction Field Effect Transistors

The principle of operation of a Junction Field effect device was first patented
by J. E. Lilienfeld in 1925: [Lilienfeld1925]"9. In 1952 Shockley (see [Shock-
leyFET1952]*°) presented the theory for this device. The first working devices
were reported by Dacey and Ross in 1953: [DaceyRoss1952]>'.

Junction field effect transistors (JFETs) have a gate that is isolated by a
depletion layer. They are available as discrete devices and in integrated circuit
technology.

Figure 4.18 shows how a P-channel JFET is realized in a bipolar integrated
circuit process. N-channel and P-channel JFETs are also available as discrete
devices.

substrate  gate source gate drain

| ;

R
o,

D 9
isolation n- epitaxial layer isolation <ub d
Integrated
p-substrate Circuit
PJFET

4.3.1 JFET simulation model

The spice simulation model for Junction field effect transistors is derived

from the model proposed by Shichman and Hodges [ShichmanHodges1968]*2,
it is shown in Figure 4.19. The intrinsic JFET with connections g, d and ¢/, is

modeled with two diodes, two nonlinear capacitors and a voltage-controlled

current source. Source and drain series resistances Rs and R; complete the

model.

Tep
Rs s'

Instantaneous behavior

The instantaneous behavior of the intrinsic JFET is described by the I(V) rela-
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9 Julius Edgar Lilienfeld. Method and
apparatus for controlling electric currents,
October 1925

**W. Shockley. A Unipolar "Field-Effect"
Transistor. Proc. of the I.R.E, pages 1365—
1376, November 1952

> G.C. "Dacey and LM." Ross. Unipolar
"Field-Effect" Transistor. Proc. of the I.R.E,
pages 970-979, August 1953

Figure 4.18: Cross section and device
symbol of a p-channel JFET in (bipolar)
integrated circuit technology

** H. Shichman and D. Hodges. Modeling
and simulation of insulated-gate field-
effect transistor switching circuits. IEEE .
Solid-State Circuits, 3(3):285-289, September
1968

Figure 4.19: NJFET model according to
Shichman and Hodges.

tions of the two diodes and by a voltage-controlled channel current Iy (Vgs/, Vd/5/> .
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The I(V) relations of the two diodes are

Voo Ve Voo \ 2
_ 83 85 88
Igs/ = IS <exp rw — 1> + ISR (exp NRUT — 1) <<1 — B > + 0005) ’

(4-49)

M
Veu Vear Vs \ 2 2
= e O G _ 8 .
Logr = I <exp ~Ur 1> —+ ISR (exp NRUT 1) ((1 - ) + 0.005) + 1,

(4.50)

N

where I; is the impact ionization current, which differs from zero in the for-
ward saturation region (Voo > Vi and Vo < V3)

—VK

Virs — (Vgs’ - Vt)

I; = ALPHA (Vd!sl — (Vgs’ — Vt)) exp (4.51)

The saturation currents I; is obtained from the model parameter 1s, the
temperature coefficient xT1, the temperature T and the scaling parameter
AREA as

T XTI
I; = AREA - 1S (To) . (4.52)

The reference temperature Ty is the temperature at which the parameters
have been measured. Its default value in spick is 300K. The scaling factor
AREA scales the device as if AREA devices are connected in parallel.

The DC gate current I; is the sum of the two diode currents:

Ig = Igs/ + Igd’~ (4-53)

The bulk resistances R; and R; are obtained from the model parameters
RE and Rs, respectively. They depend on the scaling factor AREA:

RD

4= (4.54)
RS

Rs = . .

S = rEA (4.55)

The voltage-controlled current I <Vgs/, Vd’s’) is modeled differently for
different operating regions:

1. Forward mode (Vyy > 0) cut-off region: Vest < Vi

With the gate-source voltage Vgsz below the threshold voltage V; the device
is turned off:

Id’s/ =0. (456)

2. Forward mode (V¢ > 0) linear region: Ves > Vyand Vegr > Vi

When both the intrinsic gate-source voltage V¢ and the intrinsic gate-
drain voltage ng/ are above threshold, the device operates in the so-called
linear region. In the linear region the device can be considered a voltage-
controlled resistor. The resistance of this resistor also depends on the in-
trinsic drain-source voltage

Ipy = AREA.B (1 + LAMBDA. V) Virg (2 (Vgs/ - Vt) - vd/s,) . (457)

3. Forward mode (V¢ > 0) saturation region: Voo > Vi and Vegr < V4

With the intrinsic gate-source voltage Vs above threshold and the intrin-
sic gate-drain voltage Vi, below threshold the device acts as a voltage-
controlled current source. The drain-source current depends approxi-
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mately quadratically on the so-called effective intrinsic gate-source voltage
Voo — VtZ
gs

2
Iy = AREA.B (1 + LAMBDA.Vyry) (Vgs/ - Vt) : (4.58)

4. For reverse mode operation (V¢ < 0) the above conditions and equations
hold after the source and the drain connections have been swapped.

The transconductance factor B [A?/V] and its temperature dependency is
modeled with two parameters BETA and BETATC:

B = BETA x 1.01%¥741¢(T-To)

The threshold voltage V; is defined by the parameter vTo, its temperature
coefficient vrorc and the temperature T:

Vi = vro + (T — Tp) vToTC.

The parameter LAMBDA models the change of the drain-source current due to
a change of the channel voltage V¢ of the intrinsic JFET, in a similar way as
the Early voltage for a bipolar transistor. The Shichman and Hodges model
does not have a smooth transition between the cut-off region, the linear region
and the saturation region. This results in discontinuities in the dI(V)/dV
characteristic, which may result in unreliable distortion simulation results
with signals that show large drain-source voltage excursions.

Modeling of dynamic effects

The charge storage in JFETs is modeled by the voltage-dependent junction ca-
pacitances. The built-in junction voltage B, the grading coefficient M and the
zero bias depletion capacitances cGs, cbs and Fc are associated parameters.
Similar as with bipolar transistors the parameter Fc is used for modeling
of the capacitances in case of a forward-biased junction. The capacitances
Cys and Cgy are proportional with the scaling constant AREA. The model

8
equations are

AREA.CGS
Coo = w5 Vgs < FC.PB, (4.59)
(1 Vgs,)
Ty
AREA.CGS Vest
Cosr = m 1-rc(M+1)+M s ) Voo > FC.PB,  (4.60)
ng, = %; ng/ < FC.PB, (4.61)
<1 - gd,)
PB
AREA.CGS Vea
Cosr = m 1-Fc(m+1)+ M=) Vear > FC.PB.  (4.62)

Small-signal equivalent circuit

The small-signal equivalent circuit of the JFET is shown in Figure 4.20. It is
obtained from linearization of the model from Figure 4.19 in an operating
point Q , defined by Vs, Vps, Ig and Ips.

The parameter values are

Vg

Cos = Cgs’ Q’ Tgs = ol o’ Ry A?{EA,
63)
o o ald/‘/ RS (4 3
Cos' = Cgs/ Q, 8m = BVg:/ , Rs AREA "

117
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Figure 4.20: JFET small-signal equivalent
circuit.

Stationary noise model

Figure 4.20 shows the small-signal noise model of the JFET. It models noise
associated with the bulk resistances and with the channel current.

Figure 4.21: JFET small-signal equivalent

2 . : v
circuit with stationary noise sources.

9
o 4\3

G R

S

The thermal noise of the two bulk resistors is given by

Svs = 4kT (4.64)

AREA’

S,y = 4kT

(4.65)

The shot noise iy associated with the gate current has a spectral density

AREA

Sz'g = 2[][(;. (466)

The thermal noise of the channel current shows has a Jl, component:

2
Sig = 4kTqm= + EI,‘:*,FS. (4-67)
3 f
This can be denoted as
Sig = 4kTgy = < ?) , (4.68)
_ 3KF g
ff - SkTgm DS~ (469)

where fy is the corner frequency for the % noise. Low noise JFETs can have

f¢ below 100Hz. This cut-off frequency strongly depends on the technology
and may as well exceed 10kHz.
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4.3.2 Device parameters

In this section we will give an overview of the srIcE model parameters for
junction FETs. The following model types are supported:

model | description
NJF N-channel Junction Field Effect Transistor
PJF P-channel Junction Field Effect Transistor

Table 4.4 gives an overview of the srice JFET model parameters. The
scaling factor AREA scales the device as if AREA devices are connected in
parallel. Some srIcE versions have additional parameters. The parameters
listed in table 4.4 are supported by LTsrice, SIMETRIX and PSPICE.

name description unit default
VTO pinch-off voltage \Y -2
BETA transconductance factor A/V? | 1074
LAMBDA | channel length modulation coefficient 1/V. |0

RD drain bulk resistance (@) 0

RS source bulk resistance Q 0

IS gate junction saturation current A 10-14
CGSs zero-bias gate-source capacitance F 0
CGD zero-bias gate-drain capacitance F 0

PB built-in gate junction potential \Y% 1

FC forward bias depl. cap. coefficient \Y 0.5
AF flicker noise exponent 1

KF flicker-noise coefficient 0

N gate junction emission coefficient - 1
NR gate junction recombination coefficient - 2
XTI saturation current temperature coefficient | - 3
ISR recombination saturation current A 0
ALPHA ionization coefficient 1/V 0

VK ionization knee voltage 0

M junction grading coefficient - 0.5
VTOTC vto temperature coefficient v/eC | 0
BETATC | beta exponential temperature coefficient | %/°C | 0

4.3.3 JFET simulated device characteristics

Figure 4.22 shows a test bench for simulation of the device characteristics.
The netlist file is shown below:

DCchars

* FILE: myNJF_DCchars.cir

* LTspice circuit file

VGS 1 0 0

VDS 2 0 0

J1 2 1 0 myNJF

.model myNJF NJF Beta=25m Betatce=-.5 Rd=1 Rs=10 Lambda=40m
+ Vto=-.6 Vtotc=-2m Is=250p Isr=1p N=1 Nr=2 Xti=3 Alpha=-1m
+ Vk=30 Cgd=5p M=.6 Pb=.5 Fc=.5 Cgs=5p Kf=50a Af=1

* Syntax of nested DC analysis depends on spice version
x.dc VDS 0 5 10m VGS -0.6 0 0.1

.dc VGS -0.6 0 16m VDS 1 5 1

13 .end

WO QUTR W N R

[
[o}\e]

N R

Figure 4.7 shows the forward transfer characteristics and the output char-
acteristics of the junction FET myNJF. The transfer characteristics in the for-

Table 4.4: SPICE JFET model parameters;
currents, transconductance and capaci-
tances are proportional to AREA, resistances
are inversely proportional to AREA.

Figure 4.22: Circuit for determination of
the DC characteristics of an n-channel JFET
with sPICE.
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Transfer Characteristics

ward saturation region and with LAMBDA = 0 can be approximated by

Ijs = AREA.BETA (Vs — VTO)Z. (4.70)

Output Characteristics

9 I
g || 1D(VDS=1) (mA] 8
|~ ID(VDS=2) [mA] . I —
— ID(VDS=3) [mA] — |
7|~ ID(vDS=4) [mA] /’—
— ID(VDS=5) [mA] 6
6 — ID(VGS=-100m) [mA]l ——— |
| ID(VGS=-200m) [mA]
5 /’, — ID(VGS=-300m) [mA]
4 — ID(VGS=-400m) [mA]
4 ———— ID(VGS=-500m) [mA]
ID(VGS=-600m) [mA]
3 , — ID(VGS=0) [mA]
2
1 0
0
-1.0 -0.8 -0.6 0.4 -0.2 0.0 0.2 0 1 2 3 4 5
VGS [V] VDS [V]

Figure 4.23: DC transfer characteristics
and output characteristics of "myNJF",
obtained from simulation with the circuit
from Figure 4.22.

implementation of
nullor with two
unity-gain VCVS
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+ +
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Figure 4.24: Simulation test bench for de-
termination of the small-signal parameters.

Saturation current

When Vgs = 0 the drain current equals the so-called saturation current .
Since the gate-source junction of a JFET should be reversely biased, 1 is the
largest possible drain current; with LAMBDA = 0, it equals

2

I35 = AREA.BETA.VTO”. (4.71)

Cut-off frequency

The cut-off frequency of a JFET is defined in a similar way as with bipolar
transistors. The unity gain frequency for the current gain is found as

_ 8m

fT o (Cgs T Cds) 7 (472)
_ 8m

fr= T (4.73)

Where Cj,; is defined as the input capacitance with the output shorted.

Operating point information

Similar as with the bipolar transistor, the current drive capability and the
voltage drive capability of a JFET depend on the DC drain current Ip and
the drain-source voltage Vpg, respectively. Many other performance aspects,
such as, the noise performance, and the cut-off frequency also show a direct
relation with the drain current. As a consequence, we often want to fix the
operating point by means of fixing Ip and Vpg.

A method for fixing the operating point of nonlinear resistive multi-terminal
devices has been discussed in Chapter 3. According to the presented method,
fixing the operating point of a JFET by means of Ip and Vpg, requires the ad-
dition a voltage source Vpg between the drain and the output, and a current
source Ip that flows from the source to the drain.
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In order to obtain zero output voltage and zero output current for all DC
input and output terminations, a voltage source Vs has to be placed in series
with the gate, and a current source I; has to be connected in parallel with
the gate-source junction. The values of these sources depend on the required
values of Ip and Vpg, on the DC characteristics of the device and on the op-
erating temperature. They can be determined with the aid of the circuit from
Figure 4.24. The nullator at the output port (drain-source) sets the condi-
tion for zero output voltage and zero output current, while the norator at the
input port delivers the correct driving quantities to satisfy these conditions.
Although the nullor is not available in srICE, it can be implemented with the
aid of two unity-gain voltage-controlled voltage sources as illustrated in this
figure.

SrICE returns the small-signal parameters in a certain operating point as
the result of an operating point analysis (.op statement). The parameters
returned depend on the device model and the sricE version. Table 4.5 gives
an overview of the small-signal parameters of the JFET returned by different
SPICE versions.

name | description (see Figure 4.20) | LTspice | SIMetrix | Pspice | ngspice
Cod Gate-drain capacitance Cgd CGDt CGD

Cgs Gate-source capacitance Cgs CGSt CGS

m Forward transconductance Gm GM GM gm
n Input conductance ggs
Sds Output conductance Gds GDS gds
Ic DC gate current I1G ig
Ip DC drain current Id 1D 1D id
Is DC source current - IS is
Iep DC drain-gate current igd
p DC power dissipation - Power

Vas DC gate-source voltage Vgs VGS vgs
Vep | DC gate-drain voltage vgd
Vbs DC drain-source Vds VDS -

SIMETRIX does not output data for the output conductance g4; and the op-
erating voltages. However, the latter can be obtained from the nodal voltages.
NGSPICE does not provide data for the small-signal capacitances.

4.3.4 Simplified models for hand calculation

The complete sPICE models are suitable for numerical simulations but are too
complex to provide design information. For this purpose we need simplified
models that are suitable for hand calculations. In this section we will derive
such models. We will introduce a large signal static model, a small-signal
dynamic model and a noise model that can be used for determination of the
operating point, the dynamic small-signal transfer and the noise behavior
of the JFET, respectively. We will only discuss the active forward saturation
region.

DC behavior

The instantaneous large-signal model that is suitable for hand calculations is
depicted in Figure 4.25. The diodes, the capacitances and the bulk resistances
have been omitted and only the nonlinear voltage-controlled current source
remains. The current of the controlled source depends on both the gate-
source and the drain-source voltage. Different expressions must be used for
the cut-off region, the linear region and the saturated region.

121

Table 4.5: Small-signal parameters of the

JFET, returned from an operating point
analysis with various simulators.

G—

D
Ips (Vas, VDs)lg
S

Figure 4.25: Simplified JFET DC model
hand calculations.

for
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Table 4.6: JFET small-signal model parame-
ters for given device model parameters and
operating point.

Cdg

G 1 D
G J— ‘Zs g::Vgsl %
S T =

Figure 4.26: Simplified hybrid 7 small-
signal equivalent circuit of the JFET.
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Figure 4.27: Simplified small-signal equiva-
lent circuit of a JFET with noise sources.

I (Vact) ‘ I (Vaca)
+ +
Vaca C) C) Vaca

ves () Q) vos

Figure 4.28: Simulation test bench for
determination of the hybrid-7r equivalent
circuit parameters.

1. Forward mode (Vpg > 0), cut-off region: Vgs—vTo< 0

Ips = 0.

(4.74)

2. Forward mode (Vpg > 0), linear region: Vpg < Vgg — vTO, or, alterna-

tively: Vpg < —vTO

Ips = AREA.BETA (1 + LAMBDAVpg) Vps2 (Vgs — vro) — Vps).

(4.75)

3. Forward mode (Vpg > 0), saturation region: 0 < Vgg — vro < Vpg, or,
alternatively: Vpg > —vTO

Ips = AREA.BETA (1 + LaMBDAVps) (Vs — VTO)Z.

Small-signal dynamic behavior

(4.76)

The simplified small-signal dynamic model is shown in Figure 4.26.

param. | cut-off. linear region saturation region
Cgs AREA.CGS | see expression 4.59 see expression 4.59
Cas AREA.CDS | see expression 4.61 see expression 4.61
m 0 2AREA.BETAVpg 2AREA.BETA (Vgs — VTO)
= 24/AREA.BETAIpg
Qs 0 2AREA.BETA(Vs — VTO) | LAMBDAIpg
voltage controlled resistor; | (LAMBDA < 1)
approx. for Vpg =0

The parameters can be obtained from a sPICE operating point analysis.
They can also be estimated from the device parameters and the DC operating
voltages and currents. The equations are shown in Table 4.6.

Noise model

A simplified noise model is shown in Figure 4.27. The noise of the bulk
resistances Rs and R; is omitted, while the remaining noise sources are added
to the simplified hybrid-7r equivalent circuit from Figure 4.26.

Determination of hybrid-7t parameters from simulation

The small-signal parameters can also be obtained from simulation. Figure
4.17 shows the simulation test bench for determination of the small-signal
hybrid-7r parameters.

The procedure is as follows:

1. Bias the JFET in the required operating point with the aid of the DC volt-
age sources Vs and Vpg. The value of Vg can be obtained from an
operating point simulation with the test bench from Figure 4.24.

2. Make V41 = 1,0 (magnitude 1, phase 0) and V4, = 0 and perform an

AC analysis over the frequency range of interest

3. Obtain approximations the values of the following parameters

gm = Re{—=1(Vac2)},
Im{—1(Vac1)}

Cg5+cd5 = an

(4.77)

. (4.78)

4. Make Vgc1 = 0and Vocp = 1,0 (magnitude 1, phase 0)




5. Obtain approximations for the values of the following parameters

1

To = m, (479)
jo = TV act)) (4580)

4.4 MOS transistors

The Metal Oxide Semiconductor Transistor was invented by Kahng and Da-
won in 1959: [KahngDawon1960]?3. The first CMOS circuit has been reported
in 1963 by Wanlass and Sah (see [Wanlass-Sah1963]*4).

MOS Transistors are field effect devices with their gate isolated from the
channel by SiO,. Aluminium and polysilicon are commonly used as gate
materials. Depending on their application MOS transistors are fabricated in
different ways:

1. Standard IC CMOS devices are lateral devices with a symmetrical struc-
ture: the source and the drain can be interchanged.

2. Modern IC Fin FET devices have a three dimensional gate structure that
almost completely surrounds the channel.

3. High-voltage MOS transistors can be fabricated as lateral devices or as
vertical devices. They are strongly asymmetrical: the low-voltage gate-
source structure differs from the high-voltage gate-drain structure.

MOS transistors found their first application in digital circuits. Although
bipolar and BiCMOS?=5 IC processes are still in use, high-volume analog ICs
and mixed signal ICs*® are nowadays predominantly fabricated in CMOS
technology.

Power MOS transistors are available in high-voltage IC processes and as
discrete devices. They are mostly used as power switches in switched regu-
lators and switched amplifiers.

Figure 4.29 shows a simplified cross section of P-substrate C-MOS (com-
plementary MOS) process as well as the device symbols for NMOS and
PMOS transistors.

PMOS NMOS

source gate drain bulk source gate drain  bulk

P I

siop\ P U Si02
n well
p-substrate
d d
9 —l b < b
s g I_| s
PMOS NMOS

MOS TRANSISTORS
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» Kahng and Dawon. Electric Field Con-
trolled Semiconductor Device, May 1960
*F. "Wanlass and C." Sah. Nanowatt logic
using field-effect metal-oxide semicon-
ductor triodes. 1963 IEEE International
Solid-State Circuits Conference. Digest of
Technical Papers, V1:32—33, 1963

> Combined bipolar and CMOS IC technol-
ogy.

26 Mixed-signal: analog and digital signal
processing combined in one IC.

Figure 4.29: Cross section of a standard
CMOS integrated circuit process.
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4.41 Operation

We will describe the basic MOS operation for the NMOS from Figure 4.29. We
will assume that the source and the bulk (substrate) of the NMOS have been
connected to a reference potential (0V), while the drain has been connected
to a fairly large positive voltage Vpg. For this set up, we will briefly describe
the relation between the drain-source current Ipg and the gate-source voltage
Vis.

With Vs = 0 the potential at the interface between the oxide and p-doped
substrate is defined by the built-in junction voltage and the oxide capacitance.

At small values of Vg, due to capacitive coupling with the gate, this so-
called surface potential almost linearly increases with Vs and the source starts
injecting electrons in the p-region. The electrons injected in the p-region start
to form an n-type channel under the gate and we speak of weak inversion.
These electrons reach the accelerating electrical field of the drain depletion
layer through diffusion. They are collected at the drain terminal. As a result
the Ips (Vgs) characteristic shows an exponential relationship comparable
with that of the I¢ (VpEg) relationship of a lateral bipolar NPN transistor.

At increasing values of Vg, the channel extends further under the gate,
and the surface potential does no longer increase significantly with the gate-
source voltage. The drain current now increases quadratically with the differ-
ence between Vg and the so-called threshold voltage Vr, just as with the JFET.
The device now operates in strong inversion. The threshold voltage Vr is de-
fined as the gate-source voltage at which the transition from weak inversion
to strong inversion takes place.

As long as the effective gate-source voltage Vs — V1 is below Vpg, the chan-
nel does not extend to the drain. In this pinch-off or saturation region the
drain-source current only shows a minor dependency of Vpg due to the chan-
nel length modulation, an effect comparable to the Early effect in bipolar tran-
sistors.

If Vg increases to a level of Vi above Vpg the channel extends from the
source to the drain and Ipg becomes strongly dependent on Vpg as well. The
transistor then acts as a voltage-controlled resistor and we speak of the linear
operating region.

Small geometry effects

The basic operation described above holds for large MOS transistors. How-
ever, with shrinking dimensions in CMOS IC processes, small geometry ef-
fects have to be taken into account. Below a listing of the most important
small-geometry effects.

1. With shrinking oxide thickness, the influence of the vertical component
of the electrical field in the channel on the charge carrier mobility cannot
longer be ignored. This field influences the vertical current density profile.
A high vertical field causes a reduction of the mobility of the electrons
moving horizontally from the source to the drain.

2. A shrinking channel length also results in an increase of the lateral elec-
trical field. At high field strengths the velocity of the charge carriers satu-
rates.

3. The electrical field in the gate increases with shrinking oxide thickness.
This causes a slow change of charge storage in the oxide over time and re-
sults in a slow change of V1 over time. This effect may limit the operational
life time of CMOS ICs.

4. Inlarge MOSFETs the channel length modulation is the main contributor
to the Vpg dependency of Ipg. In short-channel MOSFETs the depletion



region of the drain reaches far and deep under the channel and reduces the
channel to bulk depletion capacitance under the channel. This improves
the coupling between the gate-source voltage and the surface potential.
This drain-induced barrier lowering (DIBL) effect causes Vr to decrease with
Vps. As a result Ipg increases with Vpg.

4.4.2 MOSFET modeling

MOS transistors found their first application in digital circuits. Adequate
simulation of these digital circuits could be preformed with relatively simple
simulation models. Nowadays MOS transistors are also applied in analog
integrated circuits, which requires an accurate description for all possible
operating conditions.

The behavior of MOS transistors strongly depends on both their geome-
try and their manufacturing technology. The rapid development of new IC
technologies and the reduction of dimensions continuously present new chal-
lenges to MOSFET modeling. For a complete description of MOSFET models
including references to publications about underlying physical mechanisms
the reader is referred to literature. Foty describes the following models(see

[Foty1997]%7):

1. The Level 1 model is usually referred to the model presented by Shichman
and Hodges (see [ShichmanHodges1968]28). This is a relatively simple first
generation MOS model for thick-oxide, long and wide channel MOSFETs,
operating in strong inversion. It can be used if simulation speed is more
important than accuracy. Due to its low complexity, this model can also be
used as a basis for hand calculations.

2. The Level 2 model is also a first generation model. It is based on the Level
1 model. Corrections are in the form of additional equations that account
for small-geometry effects. They make the model mathematically complex
and inefficient.

3. The Level 3 model is also based on the Level 1 model, but the added
equations that account for small-geometry effects have a more empirical
character. They use less parameters and are more simple than those of
the Level 2 model. The Level 3 model also includes basic modeling of
operation in weak inversion.

4. The BSIM (Berkeley Short-Channel IGFET Model, see [SheuEtAll1987]%9 )
is a second generation MOSFET model. The model has its focus on fast
and robust simulation rather than on a physical basis.

5. The HSPICE Level 28 model is a second generation model based on the
BSIM model (see [HSPICE1993]3°). Its improvements strongly facilitated
analog CMOS circuit design. It is a proprietary model developed by Meta-
Software.

6. The BSIM2 model is also a second generation MOSFET model. It is an
improvement of the BSIM model developed by the university of Berkeley.

7. The BSIM3 model is a third generation model (see [BSIM3-1995]3). Sec-
ond generation models are constructed with an extrinsic model on top of
the intrinsic model structure. The third generation BSIM3 model has its
geometry parameters included the intrinsic model.

8. The MOS Model g is a third generation MOS model developed at Philips
Laboratories that has been made generally available (see [MOSg]3?). The
modeling approach differs from the approach taken in the development of
the BSIM3 model. The MOS Model g still distinguishes an intrinsic and an
extrinsic structure, but it has improved mathematical modeling.
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Figure 4.30: spicE MOSFET model

9. The EKV model (see [EnzVittoz2006]33) has a physical base and is oriented
on low-power analog design. It differs from other third generation models
because it takes the bulk node as reference rather than the source node.
Source and drain are treated equally, yielding a symmetrical model with
smooth analytical equations for all operating regions. Hence, it is very
well suited for analog design simulation.

10. The BSIM4 model is suited for analog CMOS design in technology nodes
below 100nm (see [BSIMy4-2017]34).

In the following sections only a selection of the above models will be dis-
cussed. Due to its relative simplicity, the Level 1 model can be used as a basis
for hand calculations for devices working in strong inversion in the saturated
and in the linear operating region. We will discuss the model in section 4.4.3.

The Level 1 model is not accurate enough to predict the behavior of ana-
log CMOS circuits in modern sub micron technology. In modern IC design
predominantly BSIM3, BSIM4 and MOS Model g are used. Because of their
complexity they are not very well suited for hand calculations. For hand cal-
culations of the voltage and current handling capabilities of MOS transistors,
the Level 1 is still widely used. In section 4.4.6 we will confine ourselves
to a brief discussion of small-signal models and model data obtained from
simulation with some of these models.

More attention will be paid to the EKV model. The physical bases of this
model with smooth analytical expressions that cover all operating conditions,
makes them very well suited for deriving design information at early stages
of the design. Binkley describes the application of the EKV model, and par-
ticularly, the use of the inversion coefficient, for taking design decisions (see
[Binkley2008]3).

The symbolic simulator SLICAP uses small-signal models of which the
parameters are related to the device geometry and the inversion coefficient.
Both the basics and the application of the EKV model will be discussed in
section 4.4.7.

4.4.3 MOSFET level 1 model

b {2

R
R, s' [ Ips o Isp| d' Ra
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Figure 4.30 shows the level 1 MOSFET model as it is implemented in SPICE.
The model consists of a four-terminal intrinsic MOS transistor and two bulk
resistances in series with the intrinsic transistor. Some sPICE versions support
bulk resistances for the gate and the bulk connections. Some geometrical
arguments can be given to the MOS model (see the sP1CE reference manual).
We will give an overview of these arguments and the parameters in section
4.4.4. The expressions are given for N-channel MOSFETs.

3 Christian C. Enz, anc
Charge-based MOS Tran
Wiley & Sons Inc., 200
85541-6



Instantaneous behavior

The gate and bulk currents for all operating conditions are given by the diode

currents:
Ic =0, (4.81)
Ig = Ips + Ipp, (4.82)
Vi
Ips = Ips (eXP &; - 1) , (4.83)
V/ !
Igp = Ipa (eXP &7; - 1) ’ (4.84)

if js =0, As = 0, or AD = 0 (as and AD are arguments for the drain and
source areas, respectively) we have

else:

Iys =15, (4.85)
Ipg =15, (4.86)
Ips = AS.TS, (4.87)
I,s = AD.JS, (4.88)

where 1s and js represent the drain-bulk and source-bulk junction satura-
tion current and current density, respectively. The bulk resistances can be
modeled with geometrical arguments:

Rs = RSH.NRS or R; = RS/ W, (4-89)
Rj; = RSH.NRD or R; = RD/W, (4.90)

or without geometrical arguments:

Rs = Rs, (4.91)
R; = RD. (4.92)

The model equations of the controlled source I differ for the various

operating regions:

1.

Normal mode (Vg > 0), cut-off region: Vo — Vo < 0; the cut-off voltage
Vio depends on the bulk-source or “back-gate” voltage:

Vio = VTO + GAMMA <\ [ (PHI — Vi) — \/PHI) , (4.93)

while
Igs = 0. (4-94)
. Normal mode (Vyy > 0), linear region: Vyy < Ves — Vio, or, alternatively:
Vdg’ < Vi
Ips = Yxp (1 + LAMBDA.Vyry) Vi (V,—V)—Vd'S’ (4.95)
DS L Vd's d’s gs to 2 : 4-95
. Normal mode (Vyy > 0), saturation region: 0 < Voo — Vio < Vyg, or,

alternatively: Vdg’ > -V

W KP 2
Ipg = T (14+raMBDA.Vyy) (Vgs/ — Vto) . (4.96)

. Reverse mode (Vg < 0)

4.4. MOS TRANSISTORS
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For reverse mode operations the drain and the source connections are
swapped.

If not given, the transconductance factor kxp is obtained from geometrical
input parameters and physical constants:

€
= 1074225 [A/V? :
kP = U0 x 10745 [A/V7], (4.97)
in which €,y is the permittivity of SiO,, which is about 34 x 10~ 12E/m. The
factor 10~* is a consequence of the units given to the surface mobility vo:
cm?/Vs. If we define C,y as the oxide capacitance per unit of area:

ox = T X [F], (4.98)
the transconductance factor can alternatively be written as
KP = U0 x 1074C,y [A/V2]. (4.99)

In IC design manuals, the MOS transconductance factor kP is often de-
noted as B5;. Modern low-voltage MOS processes can have s, values larger
than 100 x 107°A /V2.

Dynamic effects

The dynamic behavior of the MOS transistor is modeled with the capaci-
tances from Figure 4.30. The input capacitance Cgy is the sum of the gate-
source overlap capacitance Cgs, and a portion of the oxide capacitance. The
latter one depends on the operating mode of the MOS. In the linear operating
range it is %Cox and in the saturation region it amounts %Cox.

The capacitance Cgy also depends on the mode of operation. In the linear

operating range it is $Cox + Cqdo and in the saturation range it equals the
gate-drain overlap capacitance Cg4,. The gate-source overlap capacitance Cyso
and the gate-drain overlap capacitance Cg4, depend on the device width:

Cgso = CGSO.W, (4.100)
Cgdo = CGDO.W. (4.101)

The gate-bulk capacitance Cy;, also depends on the operating mode. In this
model it is determined by the bulk-gate overlap capacitance:

Cgpr = CGBO.L. (4.102)

The source-bulk and drain-bulk depletion capacitances depend on the
junction voltages:

CJ.AS CJSW.PS
Cpy = v+ AN Vs < FC.PB, (4.103)
(%) (%)
CJ.AD CJSW.PD
Cprar = ! ! Vg < FC.PB. (4.104)

+ .
Vo \ M Vi \ M5V
(%) (%)
If no geometrical arguments are given, w and L have their default values and
the model equations for these capacitances are:

CBS
Cpy = T Ve < FC.PB, (4.105)
(1-%)
CBD
Cyg = Vi < FC.PB. (4.106)

Viat My’
(1-%)
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Small-signal equivalent circuit

The small-signal equivalent circuit of the MOSFET is shown in Figure 4.31. It
consists of the five capacitances, two linear controlled sources and the bulk

resistances.
Figure 4.31: Small-signal equivalent circuit
g f’gdf Rq d of a MOS transistor.
Co [ o
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The transconductances of the controlled sources are defined as

~ dlpg

8m = anS’ (4107)
- BIDS

8mb = Wy (4.108)

The capacitances are according to the definitions above. The output resis-
tance ry¢ is defined as

Vg
Targ = BIZ; . (4109)
The values of the bulk resistances are obtained according to expression

4.89 to 4.92.
Stationary noise model
A frequency domain noise analysis can be performed in srice. For this

purpose, stationary noise sources are added to the small-signal equivalent
circuit from Figure 4.31. This stationary noise model is shown in Figure 4.32.

Figure 4.32: Small-signal equivalent circuit
g (’,,dr Rq d of a MOS transistor with added noise

o 1o sources.
Cgb cq g’ de
Tds'
|(/b~: grr;vjs’ gb“be

i
D

The thermal noise of the two bulk resistors Rs and R; is given by their
voltage spectral densities Sys and S,4, respectively:

Svs = 4kTR,, (4.110)

Sod = 4kTR,. (4.111)
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Table 4.7: MOS device model equations
scale factors.

Table 4.8: MOS level 1 model parameters
that describe the instantaneous behavior of
the device

The noise related to the channel current shows a 7

1

AF

2 KF
Sid = 4kTgm§ + 7 dSQ'

This can also be denoted as

. 2 fe
Sia = 4KTgm 3 <1+f>,

3KF
fe= 8kT g

AF
dSQ’

component:

(4.112)

(4.113)

(4.114)

where f; is the corner frequency for the 117 noise. The cut-off frequency
strongly depends on the technology and can exceed 1 [MHz].

4.4.4 Device parameters

Geometrical

scaling factors

Table 4.7 shows the geometrical scale factors for MOS devices.

name | description unit | default
w channel width m 104

L channel length m 104
AD drain area m? |0

AS source area m? |0

PD perimeter of drain junction m 0

Ps perimeter of source junction m 0

NRD | number of squares drain diffusion | - 0

NRs | number of squares source diffusion | - 0

Model parameters instantaneous behavior

The MOS model parameters that describe the

listed in Table 4.8.

instantaneous behavior are

name description unit default | note
VTO pinch-off voltage \Y 0 1
KP transconductance factor A/V? | 2x107° | 1
LAMBDA | channel length modulation coeff. | 1/V 0

PHI surface potential \Y% 0.6 1
GaMMA | bulk threshold parameter vz 100 1
RD drain bulk resistance Q 0 1,2
RS source bulk resistance Q 0 1,2
RSH drain and source sheet resistance | /]

IS bulk junction saturation current | A 1014 1
JS bulk junction sat. current density | A/m? | 0

TNOM nominal temperature °C 27

note 1 overrides results from process and geometry input

note 2 either resistance, or resistance per unit of channel width

Model parameters dynamic behavior and noise

Additional parameters that are required for the description of a MOSFET’s
dynamic behavior are listed in Table 4.9.



Process parameters

The process parameters are used to calculate the instantaneous model pa-
rameter values. For the relations between the process parameters and the
instantaneous model parameters we refer to the literature. These parameters
are listed in Table 4.10.
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name | description unit | default
CGsO | gate-source overlap capacitance per meter channel width | F/m | o
cGpo | gate-drain overlap capacitance per meter channel width | F/m | o
cGBo | gate-bulk overlap capacitance per meter channel length | F/m | o
CBD zero-bias bulk-drain capacitance F o
CBS zero-bias bulk-source capacitance F 0
cJ zero-bias bulk bottom capacitance per area F/m? | o
PB built-in gate junction potential \% 0.8
MJ bulk junction bottom grading coefficient

MJsw | bulk junction sidewall grading coefficient

CJsw | zero-bias bulk-junction sidewall capacitance

FC forward bias depletion capacitance coefficient \Y% 0.5
AF flicker noise exponent -

KF flicker-noise coefficient - 0

Cut-off frequency

The cut-off frequency fr of a MOSFET is defined as the unity-gain frequency
of the current gain factor:

fr=5 jgiss, (4-115)
where Cjy is the total input capacitance with shorted output:

Ciss = Cgs + Caq (4.116)
name | description unit default
TOX gate oxide thickness m 107
NSUB | substrate doping 1/ecm® | 0
NSS surface state density 1/cm? 0
TPG type of gate material: - 1

+1: poly silicon, type opposite to substrate
-1: poly silicon, type same as substrate
0: Al gate
LD lateral diffusion m 0
uo surface mobility cm?/Vs | 600
UTRA | transverse field coefficient - 0

Operating point information

Similar as with the BJT and the JFET, the current drive capability and the
voltage drive capability of a MOS transistor depend on the DC drain current
Ip and the drain-source voltage Vps. Many other performance aspects, such
as the noise performance and the cut-off frequency, also show a direct rela-
tion with the drain current. As a consequence, we usually want to fix the

operating point by means of fixing Ip and Vpg.
A method for fixing the operating point of nonlinear resistive multi-terminal

devices has been discussed in Chapter 3. According to the presented method,

Table 4.9: Parameters for modeling the
dynamic behavior

Table 4.10: MOS process parameters
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Figure 4.33: Simulation test bench for
determination of the operating point

information.
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Figure 4.34: Simplified DC MOSFET model

for hand calculations.

fixing the operating point of a MOSFET by means of Ip and Vpg requires the
addition a voltage source Vpg between the drain and the output and a current
source Ip that flows from the source to the drain.

In order to obtain zero output voltage and zero output current for all DC
input and output terminations, a voltage source Vg has to be placed in se-
ries with the gate and a current source I; has to be connected in parallel
with the gate-source junction. The values of these input sources depend on
the required values of Ip and Vpg, on the DC characteristics of the device and
on the operating temperature. They can be determined with the aid of the
circuit from Figure 4.33. The nullator at the output port (drain-source) sets
the condition for zero output voltage and zero output current, while the no-
rator at the input port delivers the correct driving quantities to satisfy these
conditions. Although the nullor is not available in spICE, it can be imple-
mented with the aid of two unity-gain voltage-controlled voltage sources as
illustrated in this figure.

4.4.5 Simplified models for hand calculations

Complete sP1CE models are suitable for numerical simulations but they are
too complex to provide design information from analytical expressions. For
this purpose we need simplified models that are suited for hand calculations.
In this section we will derive such models. We will introduce a large signal
static model, a small-signal dynamic model and a noise model that can be
used for analytical determination of the operating point, the dynamic small-
signal transfer and the noise behavior of a MOSFET. We will deal with the
active forward region only.

DC behavior

A DC model, suitable for hand calculations is depicted in Figure 4.34. The
diodes, the capacitances and the bulk resistances have been omitted and only
the nonlinear voltage-controlled current source remains. The current of this
controlled source depends on both the gate-source and the drain-source volt-
age. The bulk is connected to the source, hence the threshold voltage Vj, is
not affected by Vj,s. Different relations exist for the cut-off region, the linear
region and the saturation region.

1. Normal mode (Vy; > 0), cut-off region: Ves—vT0< 0, we have

Iy = 0. (4.117)

2. Normal mode (Vys > 0), linear region: V; < Vg5 — VTO, or, alternatively:
Vig < —VTO

Ijs = %KPVdS (Vgs — vro) (1+ LAMBDA. V). (4.118)

3. Normal mode (Vy; > 0), saturation region: 0 < Vs —vro < Vi, or,
alternatively: Vo > —vTO

Ijs = %%P (Vgs — VTO)2 (14 raMBDA. V). (4.119)

4. Reverse mode (V5 < 0)

For reverse operation, the drain and the source connections are swapped.



Small-signal dynamic behavior

The simplified small-signal dynamic model for a source-bulk connected MOS-
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FET is shown in Figure 4.35.

The model parameters can roughly be determined from the Level 1 device
model, the geometry parameters and the operating voltages and currents.

These approximations are shown in Table 4.11.

S

cdb
Ugs
- gmvgs

Figure 4.35: Simplified small-signal equiv-

alent circuit for a MOSFET of which the
source has been connected to the bulk.

par. | cut-off. linear region saturation region
Cgs CGSO.W+HCGBO.L+ CGSO.W+CGBO.L+ CGSO.W-+CGBO.L+
+ Tex€ox (max. value) +2 Tox€ox (max. value) —I—% Tex€ox (max. value)

Ced | CGDO.W CGDO w+ CGDO.W
+1 57 Oi €ox (max. value)

Cis | CJ.AD+CJSW.PD Or CBD | CJ.AD+CJSW.PD Of CBD | CJ.AD+CJSW.PD Or CBD

gm |0 T.xPVps T.xp(Vps — vro) =

= /2% xrlps

Tgs | o [¥.xp (Vs — vTO)] 1 | 1/(LamBpa Ipg)
voltage controlled resistor | (LAMBDA < 1)
approximation (Vpg = 0)

Noise model

Table 4.11: MOSFET small-signal model
parameters obtained from operating point
and device model parameters

The simplified noise model is shown in Figure 4.36. The bulk resistances
Rs and R; are omitted and the remaining noise sources are added to the
simplified hybrid-7r equivalent circuit from Figure 4.35.

Figure 4.36: Simplified small-signal equiv-
alent circuit with noise sources of a bulk-
source connected MOSFET.

Determination of the hybrid-r parameters by a simulation

If the small-signal parameters of a MOSFET are not provided by the simu-
lator’s operating point analysis, they can be determined with the aid of a
small-signal analysis. The procedure is similar to that of bipolar transistors
as discussed in section 4.2.6. Figure 4.37 shows the simulation setup.

The procedure is as follows:

1. Bias the device in the required operating point with Vg and Vpg
2. Add an AC signal (AC 1 0) to V41 only
3. Perform an AC analysis over the frequency range of interest

4. Obtain the following small-signal parameters

Vaci

I/ \+

D o (D
s @ (jvm Qs

gm =Re{l(Vac2)},

Figure 4.37: Simulation test bench for

(4.120)

parameters.
Im {I(V,
Coq = Cigs = _Im {I(Vac)} Z(H?a)}' (4.121)
_ Im{I(Vacs)}

1. Now add the AC signal (AC 1 0) to V4¢3 only

determination of the small-signal MOS
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2. Perform an AC analysis over the frequency range of interest

3. Obtain the following small-signal parameters

gmb = Re {I(Vac2)}, (4.123)
I I(V

Cbs = _41’11 { Z(H;C1)}/ (4124)
I (v

Cpg = — Al { 2(7_[}4&)}- (4.125)

4. Now add the AC signal (AC 1 0) to V4, only
5. Perform an AC analysis over the frequency range of interest

6. Finally obtain the following small-signal parameters

o= = —Re{I(Vac2)}, (4.126)

In the following example, we will demonstrate the determination of the
small-signal parameters of a biased NMOS that has its source connected to
the bulk, by means of a srIcE simulation.

Example 4.1

Fiqure 4.38 shows the simulation test bench for the determination of the small-
signal parameters of an NMOS transistor.

Circuit for determination of Vgs

V1
E1 {V‘“
1lmeg (Vgs) (d1) b (o1) .param L=180n W=220n lds=10u Vds=0.9
o
+

+
- - @T I{llds}
L

ClSnmos L={L}W={W}

Circuit for determination of Y11 and Y12 Circuit for determination of Y21 and Y22
Vos) @ T * (g2) > 02) ( 5
T m v |—I (j V2 j va
VY Acto I;—| ) {Vas "—| _{ s} AC10
L M2
Cl8nmos L = {L} W = {W} ClSnmos L={L} W={W}
Figure 4.38: Simulation test bench for The netlist, including the LTSPICE . measure statements for the determination

determination of the small-signal Y param-

of Sm, o, Ciss, Coss, and cg,, has been listed below:
eters of an NMOS transistor. fgm 8o Cisss Coss dg

YparHyPiPar.cir
xLTspice netlist

xCircuit for determination of Vgs
M1 d1 Vgs 0 0 Ci8nmos L={L} W={W}
V1 d1 ol {Vds}

I1 0 ol {Ids}

El1 Vgs 0 ol 0 1k

AU W N R

O O]

xCircuit for determination of Y11 and Y12



11 M2 d2 g2 0 0 C18nmos L={L} W={W}
12 V2 d2 0 {Vds}

13 V3 g2 i2 AC10

14 E2 12 0 Vgs 0 1

16 *Circuit for determination of Y21 and Y22
17 M3 d3 g3 0 0 C18nmos L={L} W={W}

18 V4 d3 0 {Vds} AC 10

19 E3 930 Vgs 0 1

21 . lib CMOSI8TT.lib
23 .AC LIN 3 9.5Meg 10.5Meg

25 x Device parameters
26 .param W=220n L=180n

28 = Operating point

29 .param Vds=0.9 Ids=10u

30

31 * LTspice specific instructions for printing the small-signal parameters (at f
=10MHz) in dB:

32 .meas AC g_m FIND Re(-I(V2)) AT 10MEG

33 .meas AC g_o FIND Re(-I(V4)) AT 10MEG

34 .meas AC c_iss FIND Im(-I(V3))/(2xpix10meg) AT 10MEG

35 .meas AC c_oss FIND Im(-I(V4))/(2xpix10meg) AT 10MEG

36 .meas AC c_dg FIND Im(I(E3))/(2*pi*10meg) AT 1OMEG

The simulation results are printed in dB the LTsPICE output file (error log).
The results are listed in the table below:

parameter dB value value units

Sm —80.9417 89.725 uAV?
% —109.767 3.2483 AV
Ciss —305.649 521.86 aF
Coss —316.932 14236 aF
Cag —317.011 141.07 aF

From these values we find
Cgs = Ciss — Cag = 380.79aF, (4.128)

and
Cds = Coss — Cag = 1.29aF. (4.129)

4.4.6 Capacitance models

One of the challenges of the modeling of the behavior of semiconductor de-
vices is to translate the dynamic spacial charge distribution in the physical
device, into a lumped element network model in which charge is concen-
trated on capacitances, while the dynamic currents in the device terminals
depend on the changes of these charges. By using these techniques, effects of
a limited carrier velocity cannot be accounted for accurately.

For an in depth treatment of this subject, the reader is referred to literature.
Foty (see [Foty1997]36) addresses two topics related with the modeling with
lumped elements: charge conservation and the reciprocity of the capacitive
elements. In this section we will simply introduce two capacitance models
for the intrinsic MOS transistor without discussion of the underlying physical
mechanisms.

Meyer model

The model proposed by Meyer is commonly applied in the first generation
MOS models (see [Meyer1971]37). The model assumes reciprocal capacitances
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3¢ Daniel P. Foty. MOSFET modeling with
SPICE: principles and practice. Prentice-Hall,
Inc., USA, 1997. ISBN: 0-13-227935-5

7]. Meyer. MOS models and circuit
simulation. RCA Review, 32:42-63, 1971
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(cdg = ng)- The model equations of the capacitances ¢y, coy and cgy, differ
for the linear region, the saturation region and the cut-off region.
The general implementation of the Meyer capacitance model is as follows:
In the linear region we have

2
2 (ng/ B Vf)
Cost = gW.LCox 1- 5 | +cGso.w, (4.130)
(Vgsl —Vi+ ng/ — Vt)
2
: (1)
Cotr = §W.LCDX 1- 5 | T ccpo.w, (4.131)
(Vew = Vi + Vea — V1)
cgp = 0. (4.132)
In the saturation region the model equations are:
2
Cosr = gW.LCox + CGso.w, (4.133)
Ced’ = CGDO.W, (4.134)
cgp = 0. (4-135)
In the cut-off region we have:
Cgst = CGSO.W, (4.136)
Coqr = CGDO.W, (4-.137)
Cgp = W.LCox + CGBO.L (maximum value at Vgp = 0). (4.138)
Ward-Dutton capacitance model
3 D. Ward and R. Dutton. A Charge- The Ward-Dutton capacitance model (see [Ward1998]3%), uses a capacitance
Oriented Model for MOS Transistor matrix that relates the four dynamic terminal currents of the intrinsic transis-

Capacitances. IEEE Solid-state Circuits,

se-13(5)7703708, October 1078 tor to the nodal voltages at the corresponding terminals. The capacitances are

calculated from the charge equations of the MOSFET model. The resulting
capacitance matrix is not necessarily reciprocal.
The matrix equation is

ig Coc —Cop —Cgs —Cgp Ug

ig —Cpc Cpp —Cps —Cpp U4

) =5 i 1

Is —Csg —Csp Css  —Csp s (4-139)
ip —Cgc —Cgp —Cps Cap Up

where i¢,i4,is and 7, are the terminal currents of the intrinsic transistor,
and vg, v, vs and vy, the nodal voltages at the corresponding terminals.

If the source and the bulk are connected together, and the source-bulk
connection is taken as the reference node, this model simplifies to

Z:g :s< Cea 7CGD)<U<§S>. .140
( ig ) —Cpc  Cpp Vs (4-140)

The resulting model can be written in a form of which the equivalent
hybrid-7r network can be constructed:

is  _ Cec —Cep ) ( - )
( ig ) 5( (Cep—Cps) —Csp  Cpp o ) (4.141)

The simplified hybrid-7t equivalent circuit of the intrinsic transistor is



found after addition of the static transadmittance g,, and the static output
resistance r,. This circuit is shown in Figure 4.39.

g Cap d

[[]
1+ 7 1
Coc — Cep Vgs  gm +5(Cap — Cpe) vgsl Cpp — Cap| |ras
s,b - T s,b

4.4.7 MOS EKV Model

In this section, we will give a brief summary of the construction and the use
of the EKV MOS model. The model is developed by Enz and Vittoz: [En-
zVittoz2006]39. The application of the model and especially the use of the
inversion coefficient as basis for early stage design decisions, is extensively de-
scribed by Binkley (see [Binkley2008]4°). Expressions in this section involving
the inversion coefficient have been taken from Binkley, but adapted in such
a way that they can be used for estimation of the small-signal parameters of
the hybrid-7r equivalent model for all modes of operation.

Figure 4.40 illustrates the basic idea behind the static model of the intrinsic
MOS: the drain-source current is the sum of a forward and a reverse com-
ponent. Both components Ir and Ir have smooth expressions with a validity
range that covers weak inversion through strong inversion, including velocity
saturation. The bulk node has been taken as reference node.

The expressions for Iz equal those for Ir after swapping Vp and Vs. This
makes the model symmetrical for the forward and reverse operation. The
current equations are based upon the charge equations of the model.

In this section, we will briefly discuss the modeling of the Ips (Vigs, Vps)
characteristic for the different operating regions, introduce the inversion co-
efficient and relate the parameters of the small-signal model to the operating
point, the technology parameters and the device geometry.

The technology current

Binkley (see [Binkley2008]4") defines the technology current Iy as

Iy & 2npgChy U7 [Al, (4-142)
where n is the substrate factor:
C/
n=1+ -2 [, (4-143)
(004

Chep is the surface depletion capacitance and C(,y is the oxide capacitance
per unit of area:
(4-144)
ox

where ¢, is the relative permittivity of SiO,, foy is the thickness of the gate
oxide and Ur is the thermal voltage.

The reciprocal value of the substrate factor (%) models the coupling be-
tween the gate voltage and the surface potential at weak inversion.

The transconductance factor

The transconductance factor Bsq is defined as

Bsg = 1oCox [AV?], (4.145)
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Figure 4.39: Hybrid-7r equivalent circuit
of the intrinsic MOSFET according to the
Ward-Dutton capacitance model.

39 Christian C. Enz, and Eric A. Vittoz.
Charge-based MOS Transistor Modeling. John
Wiley & Sons Inc., 2006. ISBN: 978-0-470-
85541-6

4 Binkley, David M. Tradeoffs and Optimiza-
tion in Analog CMOS Design. John Wiley &
Sons Inc., 1997. ISBN: 978-0-470-03136-0

Ir (Va, Vs, Vp)
o

3 <D
o
Ir (Ve, Vs, Vp)

—_—
S @ D
o —-
3 L

L

Figure 4.40: Basic static EKV model of the
intrinsic MOS transistor.

# Binkley, David M. Tradeoffs and Optimiza-
tion in Analog CMOS Design. John Wiley &
Sons Inc., 1997. ISBN: 978-0-470-03136-0
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where jig is the low-field channel carrier mobility in [m*V™*s™]. The technol-
ogy current can be expresses in fs; as

Iy = 2nBs U3 [Al (4.146)

Weak inversion

In weak inversion the drain-source current Ir g shows an exponential relation

42 Read this expression as folows: with the gate voltage:**
VoV _y,
Ip= IU% exp ( ”LIT S> W Ve—Vro VS D
YeVro _ Irr=Ilh—exp | ———=| [A] 1
I = IoY exp< i VD) FR = lopexp U [A] (4.147)

The voltage Vrg is the equilibrium threshold voltage. For Vs = 0 it corre-
sponds with the threshold voltage V}, of the models discussed above.

Strong inversion

When the device is operating in strong inversion, the drain-source current
depends quadratically on the drive voltage:

IF,R = 77 (VG — VTO — l’le,D)z [A], (4148)

where W and L are the effective width and length of the channel, respectively.

Weak inversion to strong inversion

With the aid of a transition function F(x), the expressions for weak inversion
and strong inversion can be combined into one:

F(x) = (ln (1 +exp (%)))2 (-1 (4.149)
o

This function returns the forward and the reverse inversion coefficient, ICr
and ICg, respectively:

(4.151)

Vg — Vg — nV.
ICrr = F ( ¢ — Vo S,D) L.

nUT

These coefficients are a measure for the level of inversion at which the tran-
sistor operates. An inversion coefficient much smaller than unity indicates
weak inversion. An inversion coefficient much larger than unity indicates
operation in strong inversion. Between weak and strong inversion we speak
of moderate inversion. The actual forward and reverse current can be calcu-
lated from the technology current, the device geometry and their respective
inversion coefficients as:

W
Ipr = IOTICF,R [A], (4.152)

or, alternatively:

w
IR = 2nPsgUt - ICr g [A] (4153)



Total drain-source current

The total drain-source current Ipg is the difference between the forward and
the reverse current (see Figure 4.40):

Ips = Ir — Ig [A]. (4.154)

When the transistor is operating in the saturation region, one of the current
components Ig or Ir can be ignored with respect to the other.

Vertical field mobility reduction

The reduction of the mobility caused by the vertical field in the channel is
modeled as reduction of the transconductance factor fBs; due to the gate-
source voltage. A simple mobility reduction model uses the vertical field
mobility reduction factor 6 [V™]

Bsq

W [AV™]. (4.155)
n

ngq =

With this expression ,B'Sq increases below threshold and has a singularity
at 0% = —1. This can be corrected by softly clipping the VFMR effect
below threshold:

/ ﬁsq -2
=————F—F—[AV”]. .156

Channel length modulation and velocity saturation

Channel length modulation and velocity saturation occur if the device is op-
erating in the saturation region. In the srice EKV 2.6 model, the channel
length modulation (CLM) and velocity saturation (VS) have been modeled
through modification of the reverse current Iz. For a full spice implemen-
tation of the EKV2.6 model the reader is referred to the EKV2.6 manual (see
[spiceEKV2.6]43). Both the velocity saturation and the channel length modu-
lation can be modeled in a relatively simple way by ignoring their absence in
the linear operating region. This will provide sufficiently accurate values for
taking early stage design decisions.

Similar as with bipolar transistors, the channel length modulation can be
modeled with an Early voltage. The Early voltage V4 is assumed propor-
tional with the length of the device

Va=VarL[], (4.157)

where V1, [Vm™] is the Early voltage per unit of length. After including the
CLM in the expression of the drain-source current, Ips changes to

_ Vp — Vs Vs —Vp
Ips = IF (1 + Vail > Ir (1 + Vall [A]. (4.158)

Binkley (see [Binkley2008]4*) describes the modeling of velocity saturation
in the forward saturation operating region through introduction of a second
term in B, (4.156):

1+ (9 + ﬁ) 2U7+/ICF

Bsg [AV2], (4.159)

where Ecgir [Vm™] is the value of the lateral field at which velocity satura-
tion occurs.

At a later stage we will use the critical inversion coefficient ICcryr, which
is defined as the inversion coefficient at which the reduction of the mobility
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Figure 4.41: EKV model with the Source
and Bulk connected togeter and taken as
reference node.

4 Binkley, David M. Tradeoffs and Optimiza-
tion in Analog CMOS Design. John Wiley &
Sons Inc., 1997. ISBN: 978-0-470-03136-0

due to VFMR and velocity saturation sets in:

Cerir - ICF,R| (9+L EéRIT) (VG?VTO 7V5’D):1 H (4160)

It can be approximated by

1
ICcriT = 5 [-]- (4.161)

(4nUT (9 + ﬁ))

Static device characteristics

Figure 4.41 shows the model with the source taken as reference node: Vs =0
and Vg = 0.

G D

+ +
Vas Ip<vcs,vDs)l$ IR(vcgvas)Té Vos
S,B _ ~S,B

With the aid of this model we can find the Ips (Vgs, Vps) characteristic for
the linear and saturation region at strong inversion and compare them with
those of provided by the Level 1 model.

In the saturation region, Iz can be ignored. If we discard the velocity
saturation and the channel length modulation we can simplify (4.158) to the
well known quadratic relation:

W ,Bsq

_ 'V Psq _ _ 2
Ips = 75 (V6 = Vro —nVs)” [Al (4.162)

With Vs = 0, this equation simplifies to the one the Level 1 model uses for
the saturation region:

W Bsq 2
Ips = — — Al. .
ps = 7 5. (Vos = Vo)™ [Al (4.163)
In the linear region, we cannot ignore the reverse current component and,

under the above conditions, we may write

_ Whsy

Ips = 75 ((VG — Vo —nVs)? — (Vg — Vo — ﬂVD)2> [Al. (4.164)

If Vs = 0, this simplifies to the equation the Level 1 model uses for the
linear region:

W 1
Ips = T%VD (Vcs — Vro — EVDS) [A] (4.165)

Figure 4.42 shows the static device characteristics of an NMOS transistor
myNMOS (W = 220nm, L = 180nm) calculated according to the above (sim-
plified) model with parameters of a standard CMOS18 process as listed by
Binkley (see [Binkley2008]4>). The technology current for this device is 634nA
and the critical inversion coefficient ICcrr equals about 41. Hence, velocity
saturation starts to play a role at about 32 A. It should be noted that with this
simple model of the channel length modulation and the velocity saturation,
the characteristics are not accurate for short devices operating in the linear
region.
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Ids(Vgs) Ids(Vds)
175+=—Vp = 6.0e-01 [, 175 +—Vs = 6.0e-01
—Vp = 8.0e-01 —Vg = 8.0e-01 L
“vpz o Y. Vs it ]
1—Vp= 1l2e+ 1—Vs= 12e+
150+ b = 1.4e+00 _ 150 —Vs = 1.4e+00 /
Vp = 1.6e+00 7 Vg = 1.6e+00
1254 =Vo = 1.8e+00 125 4—Ve = 1.8e+00 /
-
—_ —_ I
< 100 < 100 — |
g 5 / |
=" <7 // T
50 50 //
- /' * z
0 — 0
0.00 025 050 075 1.00 125 150 1.75 0.00 025 050 075 1.00 125 150 1.75
Vs [V] Vp [V]

Linear and saturation region

The transition from the linear to the saturation region occurs at Vpg g4

VDS,sat = ZUT\/ ICF +0.25 + 3UT [V] (4166)

For reverse operation Vps ¢, and ICr should be replaced with Vsp ¢, and
ICg, respectively.

Small signal parameters

Figure 4.43 shows the small-signal model for the case that the source is taken
as the reference node. Since the transconductance is defined at shorted out-
put, we have vgs = —0g,.

B — +Ugd

9o Vds
- ngUgs QMRUgd gmbvbs

Ubs

The forward small-signal transconductance g, can be written as a function
of the forward current and its associated inversion coefficient

I (14 %55P)
Emp =
nUT\/ICF (14 & ) +05y/1Ce (1+ (852 ) +1
The reverse transconductance g,,g can similarly be written as:

nUT\/ICR (1+ 1) + 05y /1Ck (14 ) +1

[AV7]. (4.167)

Smg = [AV']. (4.168)

ICcriT
The total transconductance is found as the difference between the two:

gm = &mp — §mg [AV™']. (4.169)

Figure 4.42: Device characteristics myN-
MOS, CMOS18 process.
Left:
Transfer characteristics Ips (Vgs, Vps)
Right:
Output characteristics Ips (Vps, Ves)

Figure 4.43: Static small-signal model of the
intrinsic MOS transistor with the source
taken as reference node according to the
EKV model.
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Figure 4.44 shows the transconductance as a function of the drain current
of myNMOS.
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Figure 4.44: Device characteristics myN-
MOS, CMOS18 process.
Left: g, calculated from Ipg and the
inversion coefficient according to (4.169).
Right: g4s calculated from Ipg and the
inversion coefficient according to (4.172).

46 The effect of the drain induced barrier
lowering has not been modeled.

47 About 25.

In the forward operating range, the finite small-signal output conductance
84s is caused by the channel length modulation and by g ,:

8ds = Sop + gmy [AV™']. (4.170)

In the saturation region, g,,r approximates zero and the output conduc-
tance is determined by the channel length modulation only. This part of the
output conductance modeled in g,:4

Ips -
=—2—[AV']. .
gOF VDS + VALL [ ] (4 171)

In the linear region g;; equals g,,r, however, expression (4.168) includes
the effect of velocity saturation, which yields a too small value for the output
conductance. A better estimate for g s in the forward linear operating range

1S:
1 /1
8ds = 8or JrngZ 1 + ICg. (4.172)

Figure 4.44 also shows the output conductance of myNMOS as a function
of the drain current.
The body effect simply follows from g, and n as

Smb = (1’1 - 1) 8Sm [AVT] (4.173)

Transconductance efficiency

The transconductance efficiency is defined as the ratio of the transconduc-
tance and the drain current. It is a measure for the transconductance pro-
duced per unit of drain current. The transconductance is used as a measure
for the level of inversion. In weak inversion and in the saturation region, the
transconductance efficiency has its largest value: 47

8m 1 -1
o= = —[VT']. .
Ins ~ nly V7] (4.174)
In strong inversion (without short channel effects) and in the saturation
region, it drops to:
sn_ 2 v,

Ips  Vess

(4.175)



where Vef = VGS — VT().

The transconductance efficiency of a MOS operating at an arbitrary inver-
sion level in the forward saturation region, can be obtained from the inversion
coefficient as:

LA ! !

Ips
nUT\/ICF (14 &5 ) +05y/1Ce (14 152 ) +1

Intrinsic capacitances

(4.176)

The EKV2.6 manual gives expressions for the intrinsic small-signal capaci-
tances (see [spiceEKV2.6]4%). The small-signal dynamic model with these ca-
pacitances is shown in Figure 4.45. A complete small-signal model requires
addition of the extrinsic capacitances and the series resistances in the drain,
the source and the gate.

The intrinsic capacitances can be expressed as a part of the total oxide
capacitance Cpx:

Cox = WLCpy [F] (4-177)
+ Vg —
G 11 D
il

J— J— * Cydi N
— Vgs 9 l T l 9o Vds
Cobi | Cosi
gbi g —  ImpUgs ImprVgd ImbUbs - S

1L L

Ubs
e il
+ B

B

The srice EKV2.6 model uses two parameters for calculation of these rel-
ative parts:

1
F=\12 +ICr [], (4.178)
1
=\ 3 HICr [} (4-179)
The intrinsic capacitances are
2 X2+ X+ 3x
Cui=3 | 1- T T Cox [H, (4.180)
(3r+)
2 1
2 xX¢ + Xf + > Xr
Coi =3 | 1= L | Cox [F, (4.181)
(x, + Xf)
n—1
Cgbi = —— (Cox — Cgsi — ngi) [F], (4.182)
cspi = (n—1) Cgsi [F], (4.183)
Csai = (1 — 1) cgai [F. (4.184)

In the linear region, cgp; drops to zero because it is completely covered by
the conductive channel. The value of cg; below accumulation is not mod-
eled.49

The total input capacitance with shorted output c;ss is the sum of the three
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48 Matthias Bucher, Christoff Lallement,
Christian Enz, Fabien Théodoloz and
Frangois Krummenacher. The EPFL-EKV
MOSFET Model Equations for Simulation.
Technical report, Electronics Laboratory,
Swiss Federal Institute of Technology
(EPFL), Lausanne, Switzerland, July 1998

Figure 4.45: Dynamic small-signal model of
the intrinsic MOS transistor with the source
taken as reference node according to the
EKV model.

49 At very low values of Vg, the intrinsic
gate bulk capacitance equals Cpx.
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capacitances. The cut-off frequency fr; of the intrinsic transistor is defined

as: g
m
fri = 5 [Hz]. (4.185)
TTCjss
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Figure 4.46: Device characteristics myN-
MOS, CMOS18 process.

Left: cgs; plotted against Vs with Vpg
as parameter.

Right: cgg; plotted against Vgs with Vps
as parameter.

Figure 4.46 shows the plots of cgs; and cgy; against Ipg, with Vpg as param-

eter. The plots

show that cg; rapidly increases from zero to %COX, but it drops to 1Coyx,

while c¢g4; increases from zero to %Cox

the linear region.

when the device starts operating in
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Figure 4.47: Device characteristics myN-
MOS, CMOS18 process.

Left: cgp; plotted against Vs with Vpg
as parameter.

Right: cy); plotted against Vs with Vpg
as parameter.

Figure 4.47 shows the intrinsic source-bulk and drain-bulk capacitances,
cspi and cgp;, respectively. These are parts of the junction capacitances under
the channel, assigned to the source and the drain terminal.

Figure 4.48 shows the plots of c¢j; and fr; against Ips with Vpgs as param-

eter.

Extrinsic capacitances

The extrinsic capacitances have to be added to this intrinsic model. They
consists of the overlap capacitances, the source-bulk junction capacitance and
the drain-bulk capacitances. As a first approximation they can be modeled

as in the Level 1 model.
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Intrinsic noise model

Figure 4.49 shows the small-signal model of the intrinsic MOS transistor with
added noise sources ig and i .
The spectral density S;, of ig equals

Si, = 2qlg [A*Hz™], (4.186)

where I is the DC gate (leakage) current. Flicker noise, associated with this
noise source, can be modeled with the aid of a Jl[ corner frequency fyq:

Si, = 291¢ (1 + f}’?) [A*Hz™]. (4-187)

+ Vg —

G 11
+ N +
T J_ J_ Vg Cqdi l T l Jo T Vds
S ig Cobi cg.e1',-|-_ 9mpUgs ImpVgd ImbVbs iq S

. L L
- Tcsbi Cdsz B

The spectral density of iy differs for the linear and the saturation region.
In the linear region (Vps < Vpg sat) the spectral density S;; is that of a resistor
with resistance é:

Sy = 4kTgo [A*Hz™], (4.188)
where g, can be written according to (4.172).

The spectral density S;; of the current noise associated with the drain cur-

rent can be written as

Sig = 4kTnl'gy,, (4.189)

where I' equals % in weak inversion and % in strong inversion>°/5'. Binkley
(see [Binkley2008]>%) describes several expressions that model a smooth tran-
sition from weak inversion to strong inversion. The simplest function for I
including VFMR and VS is:

1 2
1+21C

T=97Tc

[-]. (4.190)

Figure 4.48: Device characteristics myN-
MOS, CMOS18 process.

Left: cgp; plotted against Vgs with Vps
as parameter.

Right: The cut-off frequency of the
intrinsic transistor f; plotted against the
drain current with Vpg as parameter.

Figure 4.49: Dynamic small-signal noise
model of the intrinsic MOS with the source
taken as reference node according to the
EKV model.

5 Assuming no VFMR and velocity satura-
tion.

5' These are idealized values for I'. In prac-
tice much larger values may be observed.

52 Binkley, David M. Tradeoffs and Optimiza-
tion in Analog CMOS Design. John Wiley &
Sons Inc., 1997. ISBN: 978-0-470-03136-0
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5 Binkley, David M. Tradeoffs and Optimiza-
tion in Analog CMOS Design. John Wiley &
Sons Inc., 1997. ISBN: 978-0-470-03136-0

54 Matthias Bucher, Christoff Lallement,
Christian Enz, Fabien Théodoloz and
Francois Krummenacher. The EPFL-EKV
MOSFET Model Equations for Simulation.
Technical report, Electronics Laboratory,
Swiss Federal Institute of Technology
(EPFL), Lausanne, Switzerland, July 1998

Due to fluctuations in the carrier mobility, a flicker noise or 1 noise com-

ponent is associated with the channel current. The spectral density of this
noise current is

Sigr = ~X8m [A*Hz™], (4.191)
X

where KF [J] is the flicker noise coefficient. The corner frequency f; is defined
as the frequency at which S;;r = S;3. With the aid of this corner frequency, the
spectral density S;; ;0 of the total noise current associated with the channel
current can be written as:

Sutzor = 4KTnTgy, (1 + %) [AHZ1], (4.102)

The corner frequency fy is obtained as:

f o KFgm
¢ 4TnTCoyx

If the transistor operates in the saturation region, the cut-off frequency wr
equals the ratio of g, and %COX. We then may write:

[Hz]. (4.193)

fe= KFM%J(T [Hz]. (4.194)

Hence, for a specific IC process the ratio between the flicker noise corner
frequency f; and the cut-off frequency fr is constant. In a 18onm CMOS
process with the transistor operating in the saturation region we have: n ~

1.35,T = % and k¥~ 4 x 10”2 . With these values we find f; ~ %.

Summary

Expressions for the parameters of the small-signal static model of the intrinsic
MOS transistor operating in the saturation region have been described by
Binkley (see [Binkley2008]>3). Extension of the validity to the linear operating
range is possible by using the both the forward and the reverse inversion
coefficient. Full-range expressions for the small-signal intrinsic capacitances
can be found in the EKV2.6 manual [spiceEKV2.6]54.

Modeling of the small-signal parameters with the forward and the reverse
current requires the use of Vg and Vpg as independent variables for the
operating point. The use of the preferred output quantities Ipg and Vpg
requires an iterative calculation process for resolving Ipg in a forward and a
reverse component.

4.5 SLiCAP device models

The design method for amplifiers described in this book separates the design
of the signal path from the design of the biasing. We will first design the
signal path and then the biasing. Reasons for this are:

1. The signal performance with ideal biasing should be within specifications
and leave extra room for degradation due to biasing errors. If the biasing is
designed together with the signal path, it is hard to find the cause of pos-
sible performance limitations. The performance of the signal path might
then be out of specifications, while the focus may be on improvement of
the biasing. If so, the designer is improving the biasing of an unfeasible
amplifier, valuable design time gets lost and possible show stoppers may
appear during a relatively late design phase.

2. If the signal path of an amplifier shows unstable behavior, a numeric sim-
ulation may not be able to find the correct quiescent operating point due
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to convergence problems. As a consequence, the noise performance and
the small-signal performance cannot be evaluated. This makes it hard or
even impossible to find the causes for instability and trial and horror meth-
ods may be the only way to obtain stability. Only after stable behavior has
been achieved, it may become clear that the performance is not as desired
and valuable design time has gone lost.

4.5.1 Signal path and biasing

Designing the signal path first does not mean that the designer shouldn’t
account for biasing constraints while designing the signal path. Biasing con-
siderations should be taken into account as early as possible. Especially in
low-power applications, the selection of the device type, the operating con-
ditions and the circuit topology are to a large extent driven by the feasibility
of the biasing circuits that will be designed at a later stage. However, inves-
tigation of the adverse effects of the implementation of bias sources can very
well be done without implementing them in the complete circuit.

One way to achieve this is to design the amplifier’s signal path using a
linearized approach. In such an approach the frequency stability of an am-
plifier is investigated in operating points that occur during operation. Biasing
circuitry can be omitted if the parameters of the small-signal models of the
active devices can be related to the operating point. Operating points of in-
terest can be estimated from the excursions and the rates of change of the
signals that occur at the various nodes of the amplifier. By doing so, budgets
for parasitic impedances that will be introduced by bias sources can be de-
termined by inserting those impedances in the small-signal equivalent circuit
and studying their effect independently from biasing changes.

Spice-like numeric simulators do not support this way of working. Those
simulators can determine the small-signal parameters in an operating point
only after a bias solution has been found. In other words: they need a biased
circuit to work with. SLICAP however, is designed for this purpose.

4.5.2 SLiCAP parametric small-signal models

SLICAP is a symbolic simulator that can be used at an early stage of the
design for:

¢ The design of the noise behavior
¢ The design of the small-signal dynamic behavior
¢ Deriving budgets for biasing imperfections

SL1CAP does not need to find a DC solution to determine the small-signal
parameters. It has built-in parameterized sub-circuits with small-signal mod-
els of active devices. Operating conditions and device geometry parameters
can be passed to these sub-circuits, while technology parameters and device
equations relate them to the small-signal parameters.

In the following sections, we will give a brief description of some device
models that have been included in SLICAP. These sub-circuit definitions
arebe found in the libraries supplied with SLICAP.

SL1ICAP is intended to be used to motivate early-stage design decisions
and useful design information can be obtained with low complexity mod-
els.55

4.5.3 BJT forward region, no saturation

The subcircuit BJTV4 is a parameterized small-signal model of a four-terminal
vertical BJT. It can be used for simulation of the small-signal behavior under

55 Einstein: "Everything should be made as
simple as it can be, but not simpler."
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variation of the collector current I- and the collector-emitter voltage Vcg. The
transconductance g, (Ic) of the device is modeled for operation in the for-
ward active region (no saturation). The base-emitter capacitance is modeled
as a function of the collector current. The base-collector capacitance is mod-
eled as a function of the collector-emitter voltage. For the sake of simplicity,
the base resistance and the substrate capacitance are both set to zero.

The sub-circuit definition is found in the SLICAP library SLiCAP. lib.

358 * device equations EKV model

359 * See Binkley: "Tradeoffs and Optimization in Analog CMOS Design"

360 + IC_CRIT = {1/(4x(N_s_P18xU_T)*(Theta_P18+1/L/E_CRIT_P18))"2}

361 + g-m = {-ID/(N_s_P18*U_T*sqrt(IC*(1+IC/IC_CRIT)+0.5*sqrt(IC*(1+IC/IC_CRIT
))+1))}

362 + g_o = {-ID/VAL_P18/L}

363 + c_gs = {2/3*WxL*C_0X_P18 + CGSO_P18xW}

364 + c_dg = {CGSO_P18xW}

365 + c_gb = {CGBO_P18*2*L+(N_s_P18-1)/N_s_P18*C_0X_P18x*WxL/3}

366 + c_db = {CJBO_P18*W+LDS_P18}

367 + IC_i = {-ID*L/W/I_0_P18} ; Correction for initial estimate of inversion
coefficient

368 + IC = {IC_ix(1+IC_i/4/IC_CRIT)} ; Inversion coefficient corrected for
short-channel effects

369 + V_GS = {-2+N_s_P18xU_Tx*ln(exp(sqrt(IC))-1)+Vth_P18}

370 .ends

371

372 .subckt BJTV4 collector base emitter bulk IC={IC} VCE={VCE}
373 * small-signal GP model of vertical BJT

374 Q1 collector base emitter bulk BJITV4

375 .model BJTV4 QV

376 * device small-signal parameters

377 + gm = {g_m} ; transconductance

378 + go = {g_o} ; output conductance

379 + gpi = {g_pi} ; input conductance

380 + gbc =0 ; not modeled in GP model
381 + cpi = {c_pi} ; base-emitter capacitance
382 + cbc = {c_bc} ; base-collector capacitance
383 + cbx =0 ; no external collector-base capacitance
384 +cs =0 ; no substrate capacitance
385 +rb =0 ; zero base resistance

386 .param

387 * device equations GP model

388 + g-m = {IC/U_T}

389 + g_o = {IC/(VAF+VCE)}

The first line of the listing defines the name, the nodes and the parameters
to be passed. The syntax is that of sp1CE. Symbolic parameters that will be
used in the sub-circuit are placed between curly brackets.

Lines 17 through 21 define the device equations for the small-signal pa-
rameters of this model. If desired, an equation for the substrate capacitance
can be added here. Line 13 should then be changed to:

+ cs = {c_s}

Where c_s is the parameter name used in the equation. Other equations
can be added or modified in a similar way.

Line 360 places the SLICAP small-signal model in the sub-circuit. The
small-signal model is shown in Figure 4.51. A full description of this model
can be found in the SLICAP help file. The model itself is also defined as a
SPICE subcircuit, it can be found in the SLICAP library: SLiCAPmodels.lib,
together with the definition of global parameters and technology parameters.
Please view the SLICAP manual for details.

4.5.4 NMOS EKYV forward region, saturation range

The sub-circuit CMOS18N is a parameterized small-signal model of an NMOS
transistor in CMOS18 technology. It can be used for simulation of the small-
signal behavior under variation of the channel current Ips. The small-signal
parameters are a function of Ipg, W and L. The model equations cover op-
eration in the saturation region from weak inversion until strong inversion
including velocity saturation. Capacitances of the small-signal model are
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Figure 4.50: SLICAP small-signal dynamic

vertical BJT model of the vertical BJT.
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calculated from the oxide capacitance, the overlap capacitances and the zero-
voltage depletion capacitances of the drain and the source. The voltage de-
pendency of these capacitances has not been modeled, but the model can be
extended, if desired. The model can easily be adapted to another technology
by changing the technology parameters.
The CMOS 18 model parameters are defined in the SLICAP library SLiCAPmodels. lib.

"SLiCAPmodels"

* Physical constants
3k 5k 3k 3k > K 5k >k 5k >k %k 5k %k 3k Xk % 5k %k k

1
2
3
4
5
6 .param
7
8
9
o

+q = 1.60217662e-19 ; Electron charge in [C]

+ C = 2.99792458e+08 ; Speed of light in [m/s]

+ mu_0 = {4xpixle-7} ; Permeability of vacuum in [H/m]
10 + epsilon_Si02 = 3.9 ; Relative permittivity of Si02 [-]
11 + k = 1.38064852e-23 ; Boltzmann constant in [J/K]
12 + epsilon_0 = {1/mu_0/c"2} ; permittivity of vacuum in [F/m]
13

14 * Temperature and thermal voltage
15 kskskoskokokokokskokok koo Kok ok ok ok kK skok ok ok ok ok ok ok ok ok

16

17 .param

8 + T = 300 ; Default value of the absolute
temperature in [K]

19 + UT = {k*T/q} ; Thermal voltage [V]

20

21 * (CMOS18 technology parameters for EKV models (SI units)

22 >k 3k 3k sk ok ok ok ok ok ok ok ok ok ok >k >k >k >k >k >k sk ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok >k >k >k >k >k >k >k ok ok ok ok ok ok ok ok ok ok kok ok

23

24 .param

25 + TOX_N18 = 4.1n ; oxide thickness [m]

26+ Vth_N18 = 0.36 , threshold voltage [V]

27 + N_s_N18 = 1.35 ; substrate factor [-]

28 + Theta_N18 = 0.28 ; vertical field mobility reduction coefficient [1/V]

29 + E_CRIT_N18 = 5.6M ; lateral field strength for velocity saturation [V/m]

30 + u_0_N18 = 42m ; zero field carrier mobility [m"2/V/s]

31 + CGBO_N18 = 1p ; gate-bulk overlap capacitance [F/m]

32+ CGSO_N18 = 300p ; gate-source and gate-drain overlap capacitance [F/m]

33 + CJBO_N18 = 1m ; source/bulk drain/bulk capacitance [F/m"~2]

34 + LDS_N18 = 180n ; length of drain and source [m]

35 + VAL_N18 = 40M ; Early voltage per unit of length [V/m]

36 + KF_N18 = 2e-27 ; flicker noise (1/f noise) coefficient, zero for f_ell
=0 [C/m"2]

37 + AF_N18 =1 ; flicker noise exponent [-]

38 + C_OX_N18 = {epsilon_0 * epsilon_Si02 / TOX_N18}, oxide capacitance per

unit of area [F/m™2]
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39 + I_0_N18 = {2%N_s_N18xu_0_N18xC_0X_N18xU_T"2} ,; technology current [A]

40 + V_KF_N18 =2 ; flicker noise voltage coefficient [V]

41

42 .param

43 + TOX_P18 = 4.1n ; oxide thickness [m]

44 + Vth_P18 = -0.36 ; threshold voltage [V]

45 + N_s_P18 = 1.35 ; substrate factor [-]

46+ Theta_P18 = 0.35 ; vertical field mobility reduction factor [1/V]

47 + E_CRIT_P18 = 14M ; lateral field strength for velocity saturation [V/m]

48 + u_0_P18 = 8.92m ; zero field carrier mobility [m~2/V/s]

49 + CGBO_P18 = 1p ; gate-bulk overlap capacitance [F/m]

50 + CGSO_P18 = 300p , gate-source and gate-drain overlap capacitance [F/m]

51 + CJBO_P18 = 1m ; source/bulk drain/bulk capacitance [F/m~2]

52+ LDS_P18 = 180n ; length of drain and source [m]

53 + VAL_P18 = 40M ; Early voltage per unit of length [V/m]

54 + KF_P18 = le-27 ; flicker noise (1/f noise) coefficient, zero for f_ell
=0 [C/m~2]

55 + AF_P18 =1 flicker noise exponent [-]

56 + C_0X_P18 = {ep51lon 0 * epsilon_Si02 / TOX_P18}; oxide capacitance per

unit of area [F/m~2]

The sub-circuit of the small-signal model (see Figure 4.51) is defined in the
same library file:

76 .ends

77

78 * MOSFET

79 .subckt M d g s b gm=1m gb=0 go=0 cgs=0 cdg=0 cgb=0 cdb=0 csb=0 ; default
values

80 Gmd s g s g value={gm}
81 Gb d s b s g value={gb}
82 Go d s d s g value={go}
83 Cgs g s {cgs}
84 Cdg d g {cdg}
85 Cgb g b {cgb}
86 Cdb d b {cdb}

Symbolic parameters that will be used in the sub-circuit are placed be-
tween curly brackets.

The definition of the EKV model based on this sub circuit is found in the
SLICAP library SLiCAP.lib.

117 .ends

118

119 .subckt O_dcvar 1 2 4 COMMON

120 + sib={sib}

121 + sio={sio}

122 + svo={svo}

123 + iib={iib}

124 Ib 15 I dc={iib} dcvar={sib"2}

125 F1 2 COMMON 5 COMMON 1

126 Io 1 2 I dcvar={sio”™2}

127 Vo 1 3 V dcvar={svo™2}

128 N1 4 COMMON 3 2

129 .ends

130

131 .subckt CMOS18N drain gate source bulk W={W} L={L} ID={ID}
132 * EKV model of transistor without bulk resistances
133 * Voltage dependency of bulk capacitances not modeled
134 * Operating in forward saturation region

135 *

136 M1 drain gate source bulk CMOS18N
137

138 .model CMOS18N M

139 + gm = {g-m}

140 + @O = {g_o}

141+ gb = {g_b}

142+ cgs = {c_gs}

143 + cdg = {c_dg}

144 + cgb = {c_gb}

145 + cdb = {c_db}

146 + csb = {c_sb}

147 * Parameters will be substituted if simType has been set to "numeric"
148 .param

149 * device equations EKV model
150 * See Binkley: "Tradeoffs and Optimization in Analog CMOS Design"
151 + IC_CRIT = {1/(4*(N_s_N18*U_T)x*(Theta_N18+1/L/E_CRIT_N18))"2}
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Line 122 places the SLICAP small-signal model in the sub-circuit. The
model is shown in Figure 4.51. A full description of this model can be found
in the SLICAP help file.

. Figure 4.51: SLICAP small-signal dynamic
4-terminal MOSFET model of the MOS transistor.

Mx D G S B myMOS
.model myMOS M

+gm={gm}
+ gb={gb} D
+ go={go} )
+ cgs={cgs eB
+ cgb={cgb} G.l
+ cdg={cdg} l‘l
+ cdb={cdb} S
+ csb={csb}
Model: M ©)9 o (D) 9 (B)
11
LL|
name = Cdg name = Cgb name = Cdb
model = C model = C model =
value = {cdg} value = {cgb} value = {cdb}
11 11
I i
name = Cgs A name = Go _l_name = Csb
model = C l model = g l model = C
value = {cgs}-|- value = {go} = -|- value = {csb}
name = Gm name = Gb
model = model =g
value = {gm} value = {gb}

Lines 125 through 132 define the parameter that will be used for symbolic
analysis. In order to keep the symbolic expressions as compact as possible,
simple single-parameter values have been used. If desired, numeric values
or more complex expressions may as well be used.

Lines 135 through 150 give the device equations for the elements of the
small-signal model. All intermediate parameters such as ICcgy7 in line 137,
will be local parameters and appear in the main circuit as PARNAME_Xnnn,
where PARNAME is the name of the parameter and Xnnn the name of the sub-
circuit. In case of nested sub-circuits it will be PARNAME_XnnnXmmm, etc, where
Xmmm is the sub-circuit that calls Xnnn. The values and expressions of these
parameters can be listed in the HTML output or passed to the PYTHON
workspace. Please notice that the thermal voltage Ur = kT , is a global pa-
rameter. See the SLICAP help file for more information about the use of
global and local parameters.

In section 4.5.6 we will demonstrate in which way the device parameters
can be plot against each other. This makes it possible to compare the small-
signal element values obtained with SLICAP with those obtained from other
simulators, and to adjust the SLICAP device equations and technology pa-
rameters to obtain optimum model correspondence.

4.5.5 NMOS EKV forward region, linear and saturation
range

The sub-circuit CMOS18N_V is a parameterized small-signal model of an NMOS
transistor in CMOS18 technology. It can be used for simulation of the small-
signal behavior under variation of the voltages Vpg, Vip and Vsp. The small-
signal parameters of the intrinsic transistor are modeled for forward oper-
ation in the linear region and in the saturation region from weak inversion
until strong inversion including velocity saturation. The model equations for
the elements of the small-signal model of the intrinsic transistor are those de-
scribed in section 4.4.7. The extrinsic capacitances have been added as in the
CMOS18N sub-circuit. This model can easily be adapted to another technology
by changing the technology parameters.
The definition of this sub-circuit is listed below:
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153 + g-0 = {ID/VAL_N18/L}

154 + g_b = {(N_s_N18-1)x*g_m}

155 + C_gs = {2/3xWxLxC_0X_N18 + CGSO_N18xW}

156 + c_dg = {CGSO_N18xW}

157 + c_gb = {CGBO_N18*2%L+(N_s_N18-1)/N_s_N18+C_OX_N18+WxL/3}

158 + c_db = {CIBO_N18*W+LDS_N18}

159 + c_sb = {CIBO_N18*W+LDS_N18}

160 + IC.i = {ID+xL/W/I_O_N18} ; Initial estimate of inversion coefficient

161 + IC = {IC_i*(1+IC_i/4/IC_CRIT)} ; Inversion coefficient corrected for
short-channel effects

162 + V_GS = {2*N_s_N18*U_Txln(exp(sqrt(IC))-1)+Vth_N18}

163 + f_T = {g_m/2/pi/c_iss}

164 + c_iss = {c_gs+c_dg+c_gb}

165 .ends

166

167 .subckt CMOS18N_V drain gate source bulk W={W} L={L} VD={VD} VG={VG} VS={VS}

168 * EKV model of transistor without bulk resistances

169 * Voltage dependency of bulk capacitances not modeled

170 * Operating voltages with respect to the bulk

171 * Assumes forward operation: VDS > 0

172 *

173 M1 drain gate source bulk CMOS18N_V

174

175 .model CMOS18N_V M

176+ gm = {g_m}

177 + 90 = {g-o}

178+ gb = {g_b}

179 + cgs = {c_gs}

180 + cdg = {c_dg}

181 + cgb = {c_gb}

182 + cdb = {c_db}

183 + csb = {c_sb}

184 * Parameters will be substituted if simType has been set to "numeric"

185 .param

186 * device equations EKV model

187 * See Binkley: "Tradeoffs and Optimization in Analog CMOS Design"

188 * See EKV2.6 model manual

189 + V_A = {VAL_N18xL}

190 + C_gso = {CGSO_N18*W}

191 + C_.gdo = {CGSO_N18+W}

192 + C_gbo = {CGBO_N18x*2xL}

193 + C_sb® = {CIBO_N18+WxLDS_N18}

194 + C_db0 = {CIBO_N18+WxLDS_N18}

195 + IC_CRIT = {1/((4*N_s_N18*U_T)=(Theta_N18+1/L/E_CRIT_N18))"2}

196 + V_effF = {(VG-Vth_N18-N_s_N18xVS)}

197 + V_effR = {(VG-Vth_N18-N_s_N18+VD)}

198 + IC_F = {(Un(l+exp(V_effF/2/N_s_N18/U_T)))"2}

199 + ICR = {(Un(1l+exp(V_effR/2/N_s_N18/U_T)))"2}

200 + x_f = {sqrt(1/4+IC_F)}

201 + X_r = {sqrt(1/4+IC_R)}

202 + I_.DSF = {W/L*I_0_N18%(IC_F)*(1+(VD-VS)/V_A)/(1+(Theta_N18+1/L/E_CRIT_N18)
*2*xU_T*sqrt (IC_F))}

203 + I_DSR = {W/L*xI_0_N18x(IC_R)*(1+(VS-VD)/V_A)/(1+(Theta_N18+1/L/E_CRIT_N18)
*2xU_Txsqrt(IC_R))}

204 + I_DS = {I_DSF-I_DSR}

205 + g-mF = {I_DSF/(N_s_N18*U_Txsqrt(IC_Fx(1+IC_F/IC_CRIT)+0.5*sqrt(IC_Fx(1+

IC_F/IC_CRIT))+1))}

The first line of the listing defines the name, the nodes and the parameters
to be passed. Line 159 places the SLICAP small-signal model in the sub-
circuit. The model is shown in Figure 4.51. Line 162 through 169 define the
parameter values or equations that will be used for symbolic analysis. They
are the same as in the CMOS18N sub-circuit.

Lines 172 through 204 give the device equations for the elements of the
small-signal model. All intermediate parameters such as V4 in line 175, will
be local parameters and appear in the main circuit as PARNAME_Xnnn, where
PARNAME is the name of the parameter and Xnnn the name of the sub-circuit. In
case of nested sub-circuits it will be PARNAME_XnnnXmmm, etc. Where Xmmm is the
sub-circuit that calls Xnnn. The values and expressions of these parameters
can be listed in the HTML output or passed to the PYTHON workspace.
Please notice that the thermal voltage Ur = %T, as well as gg and eg;0,, are

global parameters. Please see the SLICAP help file for more information
about the use of global and local parameters.
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The technology parameters are taken from the SLiCAP library SLiCAPmodels. lib
(see description above). In section 4.5.6 we will demonstrate in which way the
device parameters can be plot against each other. This makes it possible to
compare the small-signal element values obtained with SLICAP with those
obtained from other simulators, and to adjust the SLICAP device equations
and technology parameters to obtain optimum model correspondence.

4.5.6 SLiCAP MOS device characteristics

The simulation results obtained with the SLICAP models can be adjusted
to those obtained from measurements or from other simulators. This can be
done by comparing graphs obtained from measurement or simulation with
similar graphs obtained from SLICAP and adjust the SLICAP model param-
eters or model equations to reduce differences to an acceptable level.
In this section we will demonstrate how to plot the device characteristics
with SLICAP.
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Below is the listing of a SLICAP file that can been used for this purpose:

#!/usr/bin/env python2
# -x- coding: utf-8 -x-

Created on Sun Jul 5 19:15:00 2020

@author:

anton
from SLiCAP import x
tl = time()

initProject(’'NMOS EKV plots’) # Creates the SLiCAP libraries and the
# project HTML index page

prj =

fileName = 'mosEKVplotsN_V.cir’

il = instruction() # Creates an instance of an instruction object

il.setCircuit(fileName) # Checks and defines the local circuit object and
# sets the index page to the circuit index page

htmlPage(’'Circuit data’)

netlist2html(fileName)

elementData2html(il.circuit)

params2html(il.circuit)

# Put the plots on a page
htmlPage(’CM0S18 EKV model plots’)

il.setDataType('params’)
il.defPar(’V_G’, 1.8)
il.defPar(’'V.D’, 1.8)

il.stepOn()
il.setStepVar('V_G")
il.setStepStart(0.6)
il.setStepStop(1.8)
il.setStepNum(6)
il.setStepMethod(’'lin")

result = il.execute()

fig_Ids_Vds = plotSweep(’'IdsVds’, "$I_{ds}(V_{ds})$’,
sweepVar= 'V_D’, xUnits = 'V’, yVar = "I_DS_X1’,
A’, funcType = 'param’, show = True)
fig2html(fig_Ids_Vds, 600)

result, 0, 1.8, 50,
yScale = '’ yUnits =

’

u,

’

il.setStepVar(’V_D")

result = il.execute()

fig_Ids_Vgs = plotSweep(’'IdsVgs’, '$I_{ds}(V_{gs})$’, result, 0, 1.8, 50,
axisType = 'lin’, sweepVar= 'V_G’, xUnits = 'V’, yVar = "I_DS_X1', yScale
= 'u’, yUnits = 'A’, funcType = ’'param’, show = True)

fig2html(fig_Ids_Vgs, 600)
fig_Ids_Vgs_Log = plotSweep('IdsVgsLog’, "$I _{ds}(V_{gs})$’, result, 0.01,
1.8, 50, axisType = ’'semilogy’, sweepVar= 'V_G’, xUnits = 'V’', yVar =’

I_DS_X1', yScale = "u’, yUnits = 'A’, funcType = ’param’, show = True)

153
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5¢ After recursive substitution of all param-
eters.

50 fig2html(fig_Ids_Vgs_Log, 600)

51

52 fig_gm_Ids = plotSweep(’gmIds’, '$g-m(I_{ds})$’', result, 0, 1.8, 50, sweepVar
= 'V_G', xVar = "I_DS_X1’, xScale = "u’, xUnits = 'A’, yVar = 'g_m_X1’,
yScale = 'u’, yUnits = ’'S’, funcType = ’param’, show = True)

53 fig2html(fig_gm_Ids, 600)

55 fig fT_Ids = plotSweep(’fTIds’, ’$f {T}(I_{ds})$’, result, 0, 1.8, 50,
sweepVar= 'V_G’, xVar = "I_DS_X1', xScale = 'u’, xUnits = 'A’, yVar =’
f_T_X1', yScale = 'G’', yUnits = 'Hz’, funcType = ’'param’, show = True)

56  fig2html(fig_fT_Ids, 600)

58 fig_CissVg = plotSweep(’'CissVg', "$c_{iss}(V_{gs})$’, result, 0, 1.8, 50,
sweepVar= 'V_G’, xScale = "', xUnits = 'V', yVar = "c_iss_X1', yScale = '
f’, yUnits = 'F’, funcType = 'param’, show = True)

59 fig2html(fig_CissVg, 600)

61 t2=time()
62 print(t2-t1,’s’)

64 LTspiceTraces = LTspiceData2Traces(’nmosChar.txt’)
65 traces2fig(LTspiceTraces, fig_Ids_Vgs)

66 traces2fig(LTspiceTraces, fig_Ids_Vgs_Log)

67 fig_Ids_Vgs.plot()

68 fig_Ids_Vgs_Log.plot()

70 figLT = plot(’LTspiceldsVgs’, 'LTspice $I_{ds}(V_{gs})$’, 'lin’, LTspiceTraces
, xName = '$V_{gs}$’, xUnits = 'V’, yName = '"$I_{ds}$’', yUnits = 'A’,
yScale = 'u’, show = True)

SLICAP needs a circuit file to work with. Checking of a circuit creates an
internal data structure with circuit parameters, which is needed for calculat-
ing parameter values. Checking of the circuit is performed by the instruction
in line 1.

The circuit file itself is a very simple netlist comprising the transistor and
the inclusion of the library with the model and initial parameter definitions.
The listing of this circuit file is shown below:

1 mosEKVplots

2 * SLiCAP netlist file

3 .include C18.1lib

4 X1 dgs 0 CMOSI8SN_V W={W
5 v
6

L} VD={V_D} VG={V_G} VS={V_S}

v L={
.param V_D=1.8 V_G=0.5 V_S=0 W=220n L=180n

.end

Line 4 of the circuit file assigns numeric values to the parameters to be
passed to the sub-circuit. These values can be changed from within the
PYTHON environment.

The instructions in lines 13 until 16 create an HTML page that shows the
circuit data after the circuit has been checked. Figure 4.53 and 4.54 show this
HTML page. The parameter listing section shows the symbolic expression
and the numeric value5® of each parameter. Thanks to the math rendering
they are easier to read than those in the sub-circuit definition in the library
file. Please note that all local parameters of the sub-circuit X1 have X1 added
to the subscript of their parameter name.

The graphs have been shown in section 4.4.7.

4.5.7 PMOS EKV models

Similar as for NMOS devices, SLICAP has two sub-circuits for PMOS EKV
models:

1. CM0OS18P

The only difference with the NMOS sub-circuit CMOS18N is the technology
section in the model definition. The direction of the drain current is not
accounted for; the parameter ID should be given a negative value.

2. CMOS18P_V



Apart from the technology definition and the signs of the voltages, this
sub-circuit is identical to its NMOS version: CMOS18N_V. Please notice that
all voltages should be given a positive value with respect to the bulk volt-
age, similar as with the NMOS devices.

4.6 Conclusions

In this chapter, we have briefly studied the operation and modeling of mod-
ern active devices. We have seen that those devices can be considered as
nonlinear two-ports, of which the input port and the output port share one
terminal. When biased properly, they can provide an available power gain
that exceeds unity.

Although the fabrication, the operation and the modeling of active devices

differs for each device, they have a lot in common:

1.

The physical operation mechanism of all these active devices is that the
current in the output port is controlled by the voltage across the input
port, while building up this voltage requires a nonzero charge. This charge
controls the current in the output port.5”

. The static intrinsic noise sources of all devices are the noise currents asso-

ciated with the static (DC) port currents. We have studied in which way
they can be converted into equivalent-input noise sources.

. When properly biased, the active devices, together with their bias sources,

can provide an available power gain that exceeds unity. In the following
chapters we will design amplifiers using biased active devices. Since the
design theory itself is technology-independent, we will often use general-
ized biased three-terminal devices from Figure 3.14. Figure 4.52 shows a
simple small-signal of such a device that can be used during early stages
of the design. It models the small-signal behavior of an intrinsic device.
For BJTs we have g; = g /B ac. For field effect devices g; equals zero.

ns
ST 3
input g; C¢_|_ Vi ngil Jgo| | output
o — —o

~
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57 A current will flow in the output port
only if both the input port voltage and the
output port voltage differ from zero.

Figure 4.52: Generalized small-signal
model of the active devices.
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Circuit data

Netlist: mosEKVplotsN_V.cir

mosEKVplots
* SLiCAP netlist file

X1 d g s 0 CMOS18N V W={W} L={L} VD={V D} VG={V G} VS={V S}
.param V D=1.8 V G=0.5 V S=0 W=220n L=180n
.end
Table: Element data of expanded netlist 'mosEKVplots'
RefDes Nodes Refs Model Param Symbolic Numeric
Cdb M1 X1 d O C value Capx1 3.96-10"17
Cdg M1 X1 d g C value Cdgx1 6.6-10"17
Cgb M1 X1 g © C value Cgbx1 4.388 - 1017
Cgs M1 X1 g s C value Cgsx1 2.316-10716
Csb M1 X1 s O C value Csxi 9.758 - 10~17
Gb M1 X1 ds0s g value 9gbx1 1.439-107°
Gm M1 X1 dsgs g value 9mxi 4.112-107°
Go M1 X1 dsds g value Joxi 4.319-10°7
Table: Parameter definitions in ‘'mosEKVplots'.
Name Symbolic Numeric
CGBOpn1ig 1.0-10712 1.0-107%2
CGSOnig  3.0-10°% 3.0-10710
CJByn1gs  0.001 0.001
Coxnis TORZ- 0.008422
Ecrirnis 5.6 - 10° 5.6 - 106
Ionis 2Coxn18Nsn1sU2uon1s 6.383-1077
L 1.8-1077 1.8-1077
LDSn18 1.8-1077 1.8-1077
Ngnis 1.35 1.35
T 300 300.0
TOXn1s 4:1-10~ 4.1-110-2
Onis 0.28 0.28
Ur o 0.02585
VALNsg 4.0-107 4.0-1107
1%5) 1.8 1.8
Va 0.5 0.5
Vs 0 0
Vthyis 0.36 0.36
w 2240 ~F 219-110~*
c 2.998 - 108 2.998 - 108
€0 Zn 8.854-10 '
€5i02 3.9 3.9
k 1.381-107% 1.381-107%
Ko 4.0-107 "7 1.257-1076
q 1. 602 1071 1.602-107%°
UON18 0.042 0.042
Caoxi CJByni1sLDS nisW 3.96-10°Y7
CgboXl 2CGBON18L 3.6-10" 19
Cdox1 CGSOnisW 6.6-10"17

Figure 4.53: SLICAP html page with circuit
data.
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Cgszl CGSON]gW 6.6 - 10;17
Cox1 CJBONISL-DlsNISW 3.96 - 10717
2
ICCRITXl 16N 15Uz (®N13+ ECRI;N18L ) St
Veffrxi
ICFrx; log (e WenisUr 1) 4.545
VeffRX1 2
ICRrx1 log (e Won1sUT 1) 3.081-1072%°
ICFXIIONISW(1+ V‘?ivs)
I AX1 . —6
e L(VICrUr (20ms + Forisr ) +1) e
ICRXlIOMSW(lJr ’ZD”’S)
I AX1 . -35
DSRX1 L(~/ICRX1UT<2@N13+W)+1) 1.803 - 10
Ipsx1 Ipsrx1 — Ipsrxi 3.887 1076
Vaxi LV AL yig 712
Vertrxi —N,n18Vs + Vg — Vihyis 0.14
Versrx —N;n18Vp + Vg — Vihyis —2.29
CdbX1 Cavox1 + cagix1 (Nsyis — 1) 3.96-10717
CdgX1 Cydox1 + Cdgix1 6.6-10°17
2(z%y,+z sx14+0.5z,
CdgiX1 CoxnisLW % - (a:le S :Xl) 0
3(zpx1+T,x1)
cngl CgboXl + (Nleg—1)(00X]}7\1,i£1‘:/_cdgixl_cgsixl) 4.388 ) 10—17
CgsX1 Cgszl + CgsiX1 2.316 - 10_16
. 2 2(0.5m;x1+mel+$rX1)) —16
ch’I,X]. COXngLW ( 3 3(:15fX1+93rX1)2 1.657 - 10
CissX1 Cdgx1 + Cgbx1 + Cgsx1 3.415-10716
CsbX1 Capox1 + cgsix1 (Nsnvis — 1) 9.758 - 10717
frxa et 1.916 - 10°
gbx1 gmx1 (Nenig — 1) 1.439-107°
Ipsrx1
_5
i NsmsUT\/ICFm(lﬂC’CC};ﬁ)m.s ICrx (147X ) +1 4.112-10
Ipsrx1
34
e NsmgUT\/ICRXl(1+—ICI§:I};}1 )+0.5¢/1C0 (14 racma )41 5.166-10
ImX1 9ImFX1 — 9mRX1 4.112-107°
gox1 il o fumntn 4.319-10°7
Tfx1 \/ICrx1+ 2.19
Trx1 \/ICrx1 + + 0.5

Go to mosEKVplots_index
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Figure 4.54: SLICAP html page with circuit
data.
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