
 

 

i 

 

2023 

 

Proceedings of the 4th International 

Conference on Modelling and Optimisation 

of Ship Energy Systems 

 

Delft University of Technology 

Delft, The Netherlands 

26-27 October 2023 
 

 

Editors: 
Andrea Coraddu and Luca Oneto 

 

 

Publisher: 
 

  

https://www.tudelft.nl/library/open-publishing


 

 

ii 

 

 

 

 

 

Proceedings of the 4th International 

Conference on Modelling and Optimisation 

of Ship Energy Systems 

 

Delft University of Technology 

Delft, The Netherlands 

26-27 October 2023 
 

 

Editors: 
Andrea Coraddu and Luca Oneto 

 

 

Publisher: 
 

  

https://www.tudelft.nl/library/open-publishing


iii 

Colophon 

Proceedings of the 4th International Conference on Modelling and 

Optimisation of Ship Energy Systems 

Authors:  

Andrea Coraddu1, Luca Oneto2 
1 Delft University of Technology, Faculty of Mechanical Engineering, Department of Maritime and 

Transport Technology | a.coraddu@tudelft.nl |                0000-0001-8891-4963 

2 Università degli Studi di Genova, Department of Informatics, Bioengineering, Robotics and 

Systems Engineering | luca.oneto@unige.it |                  0000-0002-8445-395X 

Keywords: 

Alternative Fuels, Efficiency, Systems Optimization, Modeling and Control, Data Driven Methods, 

Ship Design, System Integration, Efficiency Optimization, Emissions Reduction. 

Published by: 

TU Delft OPEN Publishing | Delft University of Technology, The Netherlands 

DOI: https://doi.org/10.59490/mg.94 

ISBN: 978-94-6366-915-3 

Copyright statement: 

This work is licensed under a Creative Commons Attribution 4.0 

International (CC BY 4.0) licence  

© 2024 published by TU Delft OPEN Publishing on behalf of the authors 

Electronic version of this book is available at: 

https://books.open.tudelft.nl  

Cover design made by Andrea Coraddu 

Copyright clearance made by the TU Delft Library copyright team 

Conflict of Interest: no conflict of interest to disclose. 

Disclaimer: 

Every attempt has been made to ensure the correct source of images and other potentially copyrighted 

material was ascertained, and that all materials included in this book have been attributed and used 

according to their license. If you believe that a portion of the material infringes someone else’s 

copyright, please contact a.coraddu@tudelft.nl. 

The Organising Committee of MOSES 2023 is not responsible or accountable for any statements or 

opinions expressed in the papers printed in the conference proceedings. The papers have been 

prepared for final reproduction and printing as received by the authors, without any modification, 

correction, etc. therefore, the authors are fully responsible for all information contained in their 

papers. Although all care is taken to ensure integrity and the quality of this publication and the 

information herein, no responsibility is assumed by the authors for any damage to the property or 

person as a result of operation or use of this publication and/or the information contained herein. 

mailto:a.coraddu@tudelft.nl
mailto:luca.oneto@unige.it
https://creativecommons.org/licenses/by/4.0/
https://books.open.tudelft.nl/
mailto:a.coraddu@tudelft.nl
https://www.tudelft.nl/library/open-publishing
https://creativecommons.org/licenses/by/4.0/


 

 

iv 

Table of Contents 

Preface v 

Conference Committees vii 

Organiser and Sponsors viii 

Authors Index iv 

Conference Papers  

Section 1 Alternative fuels  

Establishing the Influence of Methanol Fuelled Power Propulsion and Energy 

Systems on Ship Design 

A.S. Souflis - Rigas, J.F.J. Pruyn, A.A. Kana 

1 

A Comparative Study on the Performance of Marine Diesel Engines Running 

on Diesel/Methanol and Diesel/Natural Gas Mode 

W. Yao, Y. Ding, H. Ben, L. Xiang 

15 

Feasibility Analysis of a Methanol Fuelled Bulk Carrier 

G. Adami, M. Figari 
25 

Thermodynamic Evaluation of a Combined SOFC-PEMFC Cycle System 

N.G.H. Goselink, B.J. Boersma, L. van Biert 
35 

Diesel Substitution with Hydrogen for Marine Engines 

P. Karvounis, G. Theotokatos 
45 

Evaluation of Methanol Sprays in Marine Internal Combustion Engines: a 

Case Study for Port Fuel Injection Systems 

K. Zoumpourlos, A. Coraddu, R. Geertsma, R. van de Ketterij 

52 

A 0D Model for the Comparative Analysis of Hydrogen Carriers in Ship’s 

Integrated Energy Systems 

E.S. van Rheenen, J.T. Padding, K. Visser 

63 

  

Section 2 Data Driven Methods  

https://proceedings.open.tudelft.nl/moses2023/article/view/655
https://proceedings.open.tudelft.nl/moses2023/article/view/655


 

 

v 

Improved Control of Propeller Ventilation Based on POA-XGBoost and Ship 

Dynamics/Control Model 

S. Ma, Y. Ding, C. Sui 

73 

Shallow and Deep Learning Models for Vessel Motions Forecasting during 

Adverse Weather Conditions 

J. M. Walker, A. Coraddu, S. Savio, L. Oneto 

84 

Power Increase due to Marine Biofouling: A Grey-box Model Approach 

M. de Haas, A. Coraddu, A. El Mouhandiz, N. Dimitra Charisi, A.A. Kana 
93 

  

Section 3 Energy and System Efficiency Optimisation for Emission Reduction  

Topology Generation of Naval Propulsion Architecture 

F. Dugast, S. Bénac, P. Marty, P. Chessé 
105 

Improving the Energy Efficiency of Ships: Modelling, Simulation, and 

Optimization of Cost-effective Technologies 

G. Barone, A. Buonomano, G. Del Papa, C. Forzano, G. F. Giuzio, R. Maka, A. 

Palombo, G. Russo, R. Vanoli 

114 

A Case Study on the Heat Pump Integration for Enhanced Efficiency in 

Battery-Electric Short-Sea Ferries 

S. Brötje, M. Mühmer, T. Schwedt, S. Ehlers, A. Phong Tran 

125 

Heat Pump as an Emission Reduction Measure for Ships 

Environmental and Economic Assessment 

F. M. Kanchiralla, S. Brynolf, D.S.R. Oliveira 

135 

Co-Design and Energy Management for Future Vessels 

S. Wilkins, U. Shipurkar, A. Dadikozyan, C. Veldhuis 
144 

Modelling and Simulation of a Wet Scrubber System 

B.T.W. Mestemaker, E. Elmazi, L. van Biert, H.N. van den Heuvel, K. Visser 
155 

  

Section 4 Modelling and Control  

Decentralized Power Sharing with Frequency Decoupling for a Fuel Cell-

Battery DC Shipboard Power System 

T. Kopka, F. Mylonopoulos, A. Coraddu, H. Polinder 

165 

Equivalent Consumption Minimization Strategy for Full-Electric Ship Energy 

Management with Multiple Objectives 

C. Löffler, R. Geertsma, D. Mitropoulou, H. Polinder, A. Coraddu 

176 

A Model-based Parametric Study for Comparison of System Configurations 

and Control of a Hydrogen Hybrid Cargo Vessel 

F. Mylonopoulos, T. Kopka, A. Coraddu, H. Polinder 

186 



 

 

vi 

A Method to Enable Reduced Sensor Capacitor Voltage Estimation in Modular 

Multilevel Converters 

E. T. Ndoh, S. Byeon, L. Marc, S. Ehlers 

196 

  

Section 5 Zero Emission Shipping  

Paving the Way Towards Zero-Emission and Robust Inland Shipping 

A. Kirichek, J. Pruyn, B. Atasoy, R. R. Negenborn, R. Zuidwijk, J.H.R. van Duin, 

K. Tachi, M van Koningsveld 

206 

Zero-emission Fueling Infrastructure for IWT: Optimizing the Connection 

between Upstream Energy Supply and Downstream Energy Demand 

M. Pourbeirami Hir, A. Kirichek, N. Pourmohammadzia, M. Jiang, M. van 

Koningsveld 

218 

  

  



 

 

vii 

Preface 

On behalf of the Organizing Committee, it is with great pleasure that we welcome you to the MOSES 

2023 - the 4th Conference on Modelling and Optimisation of Ship Energy Systems (MOSES 2023), 

held in Delft, the Netherlands from 26-27 October 2023. This conference is organized by the Faculty 

of Mechanical Engineering, Department of Maritime and Transport `technology of the Delft 

University of Technology. 

MOSES continues to be a crucial platform for sparking innovation and promoting essential 

discussions about the future of energy. It was a privilege to host MOSES 2023, a conference that has 

stood at the forefront of ship energy system development for the past decade. Following the successful 

establishment of the MOSES steering committee after the 1st MOSES workshop in 2017, we continue 

to foster a vibrant scientific community committed to the modelling and optimisation of ship energy 

systems. Recognizing the need for a specialized conference to serve as a nexus for the exchange of 

ideas and the advancement of knowledge in our field, the committee has committed to organizing 

MOSES conferences on a biannual basis. These events particularly encourage the participation of 

PhD students and young researchers, cultivating the next generation of innovators in ship energy 

systems. This event highlights the excellence of our field and celebrates the contributions from 

academia and industry across the globe. In our efforts to expand the boundaries of energy research 

and embrace the latest technology, this year's conference has added exciting new topics.  

The significance of research in ship energy systems is underscored by the ongoing challenges and 

opportunities in ship design and operation. Innovations aimed at reducing fuel consumption, 

minimizing environmental impact, and optimizing life-cycle costs of shipping are more crucial than 

ever. Furthermore, the landscape of our industry is shaped by stringent environmental regulations, 

fluctuating fuel prices, the exploration of alternative fuels, and the rise of emerging technologies like 

artificial intelligence, big data analytics, and autonomy concepts from the fourth industrial revolution. 

MOSES 2023 aims to address these contemporary challenges and stimulate interest among scientists, 

researchers, and professionals in the field of ship energy systems design and operation. The 

conference serves as a forum for sharing innovative ideas, techniques, methods, and experiences 

across topics including system modelling, optimisation, control, maintenance, safety, autonomy, 

environmental sustainability, and policymaking. This year's event brought together distinguished 

academics and industry experts as well as young researchers from various institutions, promoting a 

rich dialogue that spans continents and disciplines. A key feature this year was the introduction of a 

round table discussion on Data and Digitalisation. This discussion brought together industry leaders, 

academic experts, and research institutes to delve into cutting-edge technologies like IoT, AI, and 

blockchain in the maritime sector. The conversation focused on how these technologies affect 

operations, safety, and efficiency, and tackled challenges such as data integration, privacy, and 

cybersecurity in today's digital era. 

The 2023 conference was particularly enriched by its setting in Delft, a city celebrated for its deep 

cultural heritage and significant contributions to technology and academia. Hosting the event in the 

home city of one of the world’s leading technical universities, Delft University of Technology, 

highlighted the city’s role as a hub of innovation and research. The picturesque canals, iconic blue 
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pottery, and historic links to figures like Johannes Vermeer, combined with a vibrant academic 

community, fostered a collaborative and inspiring atmosphere for all attendees. 

We extend our heartfelt gratitude to all presenters, attendees, and members of the MOSES steering 

and scientific committees, whose dedication and expertise were instrumental in the success of this 

conference. Special thanks go to our sponsors and the local organizing committee, whose tireless 

efforts made MOSES 2023 a memorable and impactful gathering. We are excited about the future of 

the MOSES conferences and confident in their continuing role as a cornerstone for international 

scientific collaboration and advancement in ship energy systems. 

 

Andrea Coraddu and Luca Oneto 

Delft, 8th June 2024 
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PROCEEDINGS OF MOSES2023 CONFERENCE
4TH INTERNATIONAL CONFERENCE ON MODELLING AND OPTIMISATION OF SHIP ENERGY SYSTEMS

26-27 OCTOBER 2023, DELFT, NETHERLANDS

Establishing the Influence of Methanol Fuelled Power Propulsion
and Energy Systems on Ship Design

A.S. Souflis - Rigasa,*, J.F.J. Pruyna, and A.A. Kanaa

aDelft University of Techonology, Delft, the Netherlands
*a.s.r.souflis-rigas@tudelft.nl

Abstract
The adoption of alternative energy carriers is one of the key ways to meet the increasingly stricter emission regulations
faced by shipping vessels from the international maritime organisation (IMO) and European Commission. To support this
objective, this study examines the challenges and uncertainties associated with implementing a methanol power propulsion
and energy (PPE) system on the design of a vessel. This paper argues that new fuels, such as methanol, should be treated
as disruptive innovations due, in part, to the uncertainties surrounding their implementation. Their integration causes
challenges regarding systems selection, layout design, and maintaining strict safety measures. In the case of methanol,
current research treats the fuel as a system conversion based on diesel fuel. This paper provides a review of the state-
of-the-art on the design of methanol fuelled vessels, and identifies a research gap related to the need for a new suitable
design method for the design of ships integrating future alternatively fuelled PPE systems. A design approach inspired by
model-based systems engineering integrating uncertainty modelling is proposed to examine the influence of uncertainty
on the design of the vessels. The impact of uncertainty on the design is investigated through a case study of a simplified
engine room layout utilizing a genetic algorithm to produce layouts for variable PPE systems dimensions within a Monte
Carlo simulation.

Keywords: Methanol; Ship design; Uncertainty propagation; Systems Integration; Alternative power propulsion and
energy systems.

1 INTRODUCTION

The energy transition and the effort towards the
decarbonization of the shipping industry is an im-
portant step towards addressing climate change as
the maritime industry accounts for approximately
3% of greenhouse gas (GHG) emissions [1]. The In-
ternational Maritime Organization (IMO) has set a
target of net zero GHG emissions in 2050 compared
to 2008 [2]. Accordingly, the European Commis-
sion is introducing a set of policy actions that target
a climate neutral Europe in 2050 [3] and the Euro-
pean Parliament council has announced the target of
mitigating GHG intensity by 80% by 2050 [4].

To address this, the IMO has introduced various
performance indicators that assess a vessel’s CO2

emissions, including the Energy Efficiency Design
Index (EEDI), the Energy Efficiency Existing Ship
Index (EEXI) and the Carbon Intensity Index (CII)
[5] (MEPC 76). In addition, vessels also need to
conform to regulations for SOX [6] and NOX [7]
which may require the adoption of further technol-
ogy. Technological innovation is thus required to
meet these upcoming regulations and climate goals.

One of the key ways to meet this demand is by

adopting alternative fuels [1]. Several studies have
compared alternative fuel options from a lifecycle
perspective both economically and environmentally,
such as [8]–[10]. Transitioning to alternative fu-
els is not without trouble, as Lindstad [11] demon-
strated that adopting alternative fuels can lead to
an energy consumption increase on a well to wake
(WTW) basis between 100% and 200%. Addition-
ally, the decreased energy densities of alternative
fuels lead to an increased volume demand increase
by a factor of 2.3 for methanol and 7.1 for liquid
hydrogen[12].This inevitably leads to an increased
demand for voluminous storage areas and challenges
in their integration into the vessel. Various studies
comparing alternative fuels integration have gen-
erated different outcomes regarding space require-
ments owing to various assumptions about future
fuels. New challenges arise from alternative fuel
integration due to storage and handling, vessel per-
formance, space allocation, safety equipment, and
safe handling of the fuel [12]. In combination with
the existing complexity of conceptual ship design
[13], the need arises to understand the influence of
the novel power propulsion and energy (PPE) sys-

@2023 Souflis - Rigas, A. S. et al. published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons Attribution
CC BY license.
DOI: https://doi.org/10.59490/moses.2023.658
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tems on the design of the vessels as early as possible
in the design process.

This paper focuses specifically on methanol as a
fuel, since it eliminates almost all SOX , drastically
reduces NOX in comparison to conventional ma-
rine diesel [14], and can be produced in clean ways
from biomass or water electrolysis. This means that
it can potentially turn into an almost carbon neutral
fuel [15], [16]. The environmentally clean versions
of methanol, biomethanol and e-methanol, prove
highly cost competitive in comparison to other al-
ternative fuels [10].

The PPE systems required for methanol differ
from traditional fuels and may even require the
adoption of additional technologies throughout the
ship lifecycle. Section 2 reviews the challenges of
methanol PPE systems integration. This review is
complemented by a case study in Section 4 that
investigates the influence of the uncertainty in the
size, dimensions, and logical connections of PPE
components and layout arrangements on a simpli-
fied engine room.

2 PROBLEM FORMULATION

To formulate the problem of the influence of
future methanol PPEs on the design of ships, it is
helpful to first define the main categories of the
systems and to identify their associated challenges.
The categories are split based on the work of [17]:

• The energy storage system (ESS) describes the
systems used to safely store and handle the fuel
such as tanks, pipes and safety systems such as
cofferdams, as described in Section 2.1.

• The auxiliary power generation systems describe
the systems used to generate electric power and
auxiliary loads such as pumps and generators,
discussed in Section 2.2.

• The main propulsion engine power (MPE) in-
cludes the engines used for the propulsion. The
primary options are internal combustion engines
(ICE), fuel cells (FC) and hybrid configurations
including electric power generation and batter-
ies, discussed in Section 2.2.

Additionally, the State of the Art of the design
approaches attempting to integrate methanol PPEs
is looked into and based on the identified research
gaps, a suitable design framework is proposed.

2.1 Storage challenges due to methanol fuel
properties

It is important to understand the properties of
the fuel, to comprehend the integration of methanol
energy storage systems. Methanol is a low flash-
point fuel and is handled according to the interim
guidelines of IMO’s International Code of Safety
for Ships using Gases or other Low-flashpoint Fuels
(IGF) [18], [19]. This code has been developed for
gas or low flashpoint fuels and leads to the require-
ment of cofferdams around the tanks, except for the
areas that are adjacent to the shell plating below the
minimum waterline [20]. This leads to a consider-
able space demand that must be handled within the
hull.

IMO [21] has established guidelines especially
for methyl alcohol fuels that are under constant re-
view based on the knowledge gained through op-
eration [22]. In terms of storage and handling,
methanol shares more common traits with diesel
fuel than LNG (see Table 1) meaning that it can be
stored in conventional tanks [8], [23].

Table 1: Comparative chemical properties of diesel
oil, methanol, and LNG (adopted from [15]).
LHV: Lower Heating Value

Properties Diesel Oil Methanol LNG
LHV (MJ /kg) 42.6 19.9 48− 50
Boiling point (◦C) 180− 360 65 −161.4
Flash point (◦C) 78 11 −136

The tank volume storage becomes critical in the
case of methanol, because it has approximately half
the energy density of conventional diesel, as illus-
trated in Table 1. Kries [24] showed that a 50%
increase in the usable tank volume can be achieved
by adopting a smaller cofferdam. Furthermore, Ban
and Bebić [12] implemented a hazard identification
study (HAZID) to be able to store methanol fuel in
ballast tanks in a retrofit case and found that small
adjustments on sailing range or speed are required.
Additionally, [25] argued that for a diesel fuel ca-
pacity of 600 m3, an equivalent 1300 - 1500 m3

methanol fuel capacity is necessary. These find-
ings indicate a level of uncertainty in the additional
storage space requirement.

Safety concerns arise from the use of methanol as
an energy carrier because of its toxic and flammable
properties [26] (its flames are invisible during day-
light [18] and form no smoke [27]), which leads
to additional safety equipment requirements [26].
Thus, methanol cannot be placed adjacent to any
manned or freely accessible space of the vessel for

2



fire safety. This poses limitations to the layout of the
systems within the vessel. Methanol also presents
a corrosive behaviour that increases when metallic
materials such as aluminium and titanium alloys ex-
ist in the same environment. Thus, stainless steel
and appropriate protective coating (such as zinc)
are among the solutions applied to the tank interior
[18]. This raises a concern regarding the cost and
the maintenance demands for the vessels and means
that careful materials selection is necessary.

2.2 State-of-the-art of methanol fuelled PPE
systems

This section provides a review of the various
technologies that are already available or under de-
velopment to facilitate the shift towards methanol
as an energy carrier. Methanol can be burned in an
engine, a high temperature fuel cell or be used as
a hydrogen carrier in fuel cells. Each propulsion
option has relative advantages. Table 2 presents that
engines offer a known technology, easy to adapt,
with a long lifetime [28], but also with higher
emissions, especially NOX , and lower efficiencies,
when compared to fuel cells. This has lead to the
consideration of hybrid systems, next to the indi-
vidual systems, so no propulsion choice is currently
absolute.

Methanol combustion in internal combustion en-
gines (ICE), drastically reduces SOX and particu-
late matter (PM ) emissions [16], [27], [29]. When
green or e-methanol is adopted [11] they provide
a profound reduction in CO2 emissions on a Well-
to-Wake (WTW) scope. Methanol generated from
natural gas barely reduces [28] or even slightly in-
creases CO2 emissions on a WTW level [11], [30].
Even worse on a WTW level, approximately 6 kWhs
of e-methanol are required to generate 1 kWh on the
propeller [31]. Looking into the details of the engine
many more variations can be observed. Methanol
does not burn by itself, it requires a pilot fuel to
achieve this [16]. As a result, variations can be
found in the location in the process where methanol
is mixed with the pilot fuel, but also the choice of pi-
lot fuel and engine type (e.g. compression vs spark)
vary in the chosen solutions. The two main combus-
tion concepts are the spark ignited (SI) engine and
the compression ignited engine (CI) engine. The
SI engine operates only on methanol and has been
proven to comply with tier III NOX emissions lev-
els [16]. On the other hand, the CI engine can offer
fuel flexibility and has been more widely used on
projects to date. However, CI engines only com-

ply with tier II NOX emission levels [27], thus
requiring an after-treatment such as a selective cata-
lyst reduction (SCR) unit, water fuel mix technique,
or an exhaust gas recirculation system (EGR) [16].
SCR and EGR systems take up additional internal
volume in comparison to the fuel - water blending
technique. Recent studies show that methanol en-
gines operate at the same efficiency (η) as diesel
engines or even higher [27], at approximately 40%
[8].

In combination with the fact that a dual fuel strat-
egy requires tanks for both methanol and diesel, the
size and shape of the PPEs becomes even more un-
clear, causing uncertainty in the actual layout ar-
rangement of the PPEs. In addition, waste heat
recovery (WHR) systems may be part of the PPE to
use the waste energy of exhaust gases and produce
further mechanical energy. However, these WHR
systems are voluminous [16]. On the one hand, im-
provements in efficiency are expected for methanol
fuel cells, but on the other hand, the configurations
of large-scale systems (including cooling, control,
etc.) are still under development, making the size
of the system debatable. Technology readiness level
(TRL) [32] is low and they have not been yet com-
mercially applied [8]. In combination with their
shorter lifecycle [24], they become a less attractive
option to consider. Therefore, they were not further
investigated within the scope of this study.

Table 2: Overview of main methanol propulsion
options [8], [16]

Properties ICE Fuel Cells
Advantages High TRL Efficiency (η) (60%)

Reliability Lower emissions
Easy conversion

Disadvantages Efficiency (η) (40%) Low TRL
More emissions Lifecycle

(8 - 10) Years

Recent studies on the effect of alternatively fu-
elled PPE configurations on the size of navy vessels
have provided inconsistent findings (see Table 3),
not only within a single study but also between stud-
ies. One of the primary assumptions in the studies
[33], [34] is that the additional weight by the inte-
gration of methanol fuelled systems does not lead
to an increase in power demand. Snaathorst [35]
investigated the effect of alternative fuels integra-
tion by using a parametric tool based on empirical
equations and ship data, computed the impact on
the size and consequently the resistance of the ves-
sel that leads to increased power demand. He found
that the increase in size can vary from 2,4 - 6%
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which leads to an additional powering demand of
2,7% on average.

Table 3: Effect of displacement of methanol fuelled
PPE systems on navy vessels

Propulsion Estimated ∆ Design Tool Reference
Configuration increase [%]

Hybrid, ICE 18 - 25 % Parametric [33]
FC, Gas tool

Hybrid, ICE 1,4 - 20 % Layout [34]
Gas modelling

Hybrid, ICE 8 - 15 % Parametric [36]
FC, Gas tool

Lastly, a unanimous trend in conversions and
retrofits to methanol is to first lengthen the vessel
to generate additional space [24], [34], [35]. This
is rational as increasing the length can have a lim-
ited effect on the resistance [37]. However in most
retrofit cases, they maintain the existing hull shape
and explore alternative placement options for the
additional methanol tanks [15], [30], [34]. This
paper argues that:

• There is a large variety of systems under devel-
opment that need to be integrated into the vessel.

• The exact shapes and quantities of these com-
ponents are unknown. This study refers to the
components as the building blocks (BB) of the
PPEs.

• Different propulsion choices lead to different
PPE shapes that are not yet fully defined. Thus,
the overall impact on ship design is not yet fully
deterministic.

2.3 State-of-the-Art of the design approaches
of methanol fuelled ships

Maersk is currently investing in methanol fuelled
vessels [38], underlining the interest for alternative
fuels adoption in the maritime sector. The dimen-
sions of the PPE systems are largely influenced by
the operational requirements set for the vessel. The
intended range and sailing speed largely dictate the
fuel consumption ,required fuel storage space and
the required installed power. As shown in Table 4
vessels with different missions and sailing speeds,
but similar sizes, require highly different installed
power. Zuidgeest [30] showed that a 30% increase in
speed can lead to an 80% increase in fuel consump-
tion, as also logically follows from the speed power
relationship [39]. Considering that slow steaming
[40] and engine derating [16] have proven to be ef-
fective measures for emission mitigation, there is a

decrease in the installed power demand [41]. This
has a large effect on the size of the machinery equip-
ment and the overall size of the ship. Therefore the
size of the ship depends, in part, on the operational
requirements set for it.

The requirements regarding sailing speed and
range may still be under discussion and thus uncer-
tain during the design phase while they simultane-
ously have a large influence on the systems layout of
the vessel. Therefore the relationship between the
operational, functional, and physical requirements
of methanol PPE systems must be captured within
the design process.

To date, research projects have primarily focused
on conversion and retrofits of diesel fuelled vessels.
The retrofit as a process leads to having a vessel with
a given hull shape and inner system layout arrange-
ment. This indicates an already set design space for
the systems, that rather limits the alternatives for re-
configuration as shown below. These projects have
mainly adopted a dual fuel 4 stroke engine and have
essentially tried to fit in the extra tanks for methanol
in the conversion process. Such a case is the Stena
Germanica [23], [29] that applied a new high pres-
sure common rail system, high pressure pumps, and
the corresponding safety equipment. Consequently
the integration of so many systems leads to large
connection costs between the systems, meaning new
control systems and cable lengths [29] and if their
layout logic is wrong, can lead to unwanted connec-
tion costs. Thus, the manner in which the systems
are placed and the proximity between relevant sys-
tems has an influence on the size of the ESS and the
engine room.

Zuidgeest [30] explored the general arrangement
of an existing vessel and potential propulsion alter-
natives.Pothaar [34] used a 3D modelling tool to
evaluate the effect of methanol integration in ref-
erence to an existing ship. Ban [12] performed a
HAZID risk design approach to integrate the ad-
ditional methanol tanks into the ballast tanks loca-
tion with minimized effect. The Green Maritime
Methanol project [43] investigated a variety of ves-
sels such as those listed in Table 4, focusing on the
placement of the extra fuel tanks and safety mea-
sures within an existing hull. The above mentioned
studies follow a sequential approach resembling to
the design spiral approach and only explore an exist-
ing design space to place the methanol tanks, mean-
ing that the design choices are rather limited. There
is the need to design and explore the design space
without strict initial conditions that limit the possi-
ble solutions.
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Table 4: Comparison of principal characteristics of methanol fuelled vessels

Vessel Type Vessel size [t ] Sailing Speed [kn] Installed Power [kW] Reference
TSHD DWT 4200 11 4600 [12]

Stena Germanica ferry GT 52000 22 24000 [29], [42]
General Cargo Vessel DWT 7000 9.5 1600 [30]

Navy Vessel ∆ 7200 18 50000 [34]
Cable laying vessel DWT 8400 12.4 11000 [43]

The use cases of green maritime methanol
(GMM) [43] have demonstrated that a retrofit can
prove more complex and expensive. In case of lim-
ited space, the conversion can become more com-
plex and unfeasible as was the case for an inland
patrol vessel. The conversions were categorized
as either major or minor. Major conversions de-
manded an enlargement with several frames for the
installation of the methanol system, while minor
conversions included adjustments in the general ar-
rangement of the vessel. The case of a small port
patrol vessel proved unsuitable for conversion. Fur-
thermore, the operation on a dual fuel strategy using
both methanol and diesel can lead to a mitigated de-
crease in the range [43] in excess of 20%.

For different vessel types, the sailing range was
reduced approximately 40% - 50%, when integrat-
ing methanol [30], [34], [43]. In contrast, Ban [12]
found that the range for a two-week mission re-
mains almost identical. Consequently treating the
methanol integration just as a modification in an
existing design rationale leads to bottlenecks and
unexpected compromises in the design and opera-
tion of the vessel.

2.4 Requirements for Design Framework

The proposed Design Framework is necessary
to integrate the uncertainty, as inconsistencies have
been found regarding the size of the PPE subsys-
tems and their effect on the overall ship design, as
presented in sections 2.1, 2.2, 2.3. As categorized
[44], uncertainties can be divided into two main
categories:

• Epistemic: is generated by insufficient knowl-
edge regarding a problem or technology and is
mitigated by gaining more information and un-
derstanding via simulations, experiments etc..

• Aleatory: is caused by the randomness of out-
comes in the nature and cannot be mitigated via
modelling.

The uncertainty type addressed in this problem
is epistemic. Further knowledge regarding tech-

nology development can lead to mitigation of the
uncertainty regarding the sizing and dimensioning
of the building blocks (BB) - size of the subsys-
tems. Consequently, modelling the uncertainty of
the parameters related to these systems is a promi-
nent requirement.

To establish the design method required for this
research, it is essential to clarify both the main
research gaps identified above and the matching
method requirements, which are presented in Ta-
ble 5. Because many PPE systems are still under
development, the level of complexity increases.

As stated in the [45] there is the need to handle
the ship as part of a larger system towards more
environmentally sustainable vessels. The design
should thus be interconnected with the requirements
of the stakeholders, such as: regulatory authorities,
shipowners, shipyards, or class societies. There is
also a need to investigate various scenarios regard-
ing technical, economic, environmental and safety
performance from a lifecycle perspective [45].

Relevant studies have been evaluated to shape
the proposed method (see Table 6). Therefore, it
is clear that different aspects of each methodology
need to be combined to meet all the requirements.
The design approach that shows the most promise
and satisfies most requirements is model based
systems engineering (MBSE), as it provides the
traceability of changes and interaction between the
various requirements in design highlighted in Table
7 [46], [47]. In Table 6, the MBSE approach is
only found at a basic level on the work of Rehn
[13] and on the application of the Ship Power and
Energy Concept (SPEC) tool developed by MARIN
to a hydrogen fuelled vessel [46]. The approach is
based on the analysis of the design process into 4
main layers inspired by systems engineering (SE)
[48]

• Operational Analysis, from which the basic re-
quirements for the operation of the vessel are
established

• Functional Requirements which defines the func-
tions expected to be fulfilled by the system
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Table 5: Research Method Requirements

Research Gap Method Requirement
Uncertainty on influence of PPE on ship design Traceability of changes

Uncertainty modelling
Accurate size effect consideration Layout integration

Uncertainty on operational requirements Interaction between operational requirements and physical space
Variation of new environmental regulations requirements Lifecycle assessment

• Logical Architecture, which defines in further de-
tail the system technologies that are to be used
to fulfil the above requirements and their pos-
sible interconnections to comply with different
regulations requirements [46].

• Physical Architecture defines the actual place-
ment of the systems in the physical space (e.g.
with a general arrangement plan).

The uncertainties outlined above are categorized
within these layers, as listed in Table 7. As a first
step in this research, this paper focuses on the in-
tegration of uncertainty within the physical layer,
while considering variations in the logical archi-
tecture and their effect on the overall shape of the
engine room design.

Table 7: Uncertainties found per MBSE Layer

MBSE Layer Uncertainty
Requirements Range, speed
Functional Safety measures required
Logical Placement and connection patterns

systems due to safety
Physical Actual size and

amount of required PPE systems

3 PROPOSED DESIGN FRAMEWORK

Based on the findings in Tables 6 and 7, there is
the need to integrate uncertainty into the layout de-
sign process of machinery spaces owing, in part, to
uncertainty in the size and amount of integrated sys-
tems. This can also be due to the uncertainty in the
original design requirements regarding ship speed
and range parameters, which influence the installed
power and sizing of the main propulsion equipment.
Dimensions uncertainty can root also from the func-
tional requirement for safety as relevant regulations
and technology are still under development. Addi-
tionally the safety requirements owing to the prop-
erties of methanol pose limitations on spaces not
being adjacent to each other due to fire risks. For
this reason the logical architecture is taken into ac-
count within the layout modelling at a high level in

this research, posing layout boundary conditions for
the integrated components. Requirements from dif-
ferent levels trace back to uncertainty in the physical
space.

The proposed modelling process is illustrated in
Figure 1. The emphasis is on the physical archi-
tecture layer of the MBSE coupled with variations
in logical architecture. The layout generation al-
gorithm (based on [51]) has been integrated into a
Monte Carlo simulation (MCS) to capture the al-
ready discussed uncertainty aspects. Poullis [51]
set up a layout algorithm for the engine room of
a hybrid methanol fuelled yacht. This study ex-
tended this model to turn the layout algorithm into a
stochastic model to generate the distributions of the
output variables.

Figure 1: Proposed design model process
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Table 6: Relevant literature for method requirements

Traceability Uncertainty Layout integration Requirements and physical Lifecycle Approach
of changes modelling design interaction evaluation name

X X ✓ ✓ ✓ Design Parametric tool [24]
X X X ✓ X Design spiral for retrofit [43]
X X ✓ X ✓ Lifecycle choices analysis [49]
✓ ✓ X X ✓ SE design under uncertainty [13]
✓ X X X ✓ MBSE application [46]
X X ✓ X ✓ Stochastic parametric tool [50]
X X ✓ X X Machinery layout tool [51], [52]

The MCS is applied to understand the impact of
variable dimensions to the simplified engine room of
a vessel, which potentially affects the size of the ves-
sel. MCS has previously been applied by Kana [53]
to establish an understanding of the way that dif-
ferent emission regulations scenarios influence the
conversion decision for an LNG powered contain-
ership. Coraddu [54] integrated a MCS to approx-
imate the EEOI while having two stochastic inputs
∆ (displacement) and vs (sailing speed). Dall’armi
[55] followed this approach to apply a MCS analysis
to investigate influence of the fuel cells costs to the
optimal operation of a hydrogen ferry. Curto [56]
applied MCS to determine the influence of various
uncertainty types on the behaviour of project costs.
Thus MCS is a promising method for exploring this
type of problem, whilst being simple to implement.

Using this model, the design space is explored
probabilistically to gain an understanding of the in-
fluence of different PPE systems physical dimen-
sions (length, width) on the overall length of a sim-
plified engine room. A uniform distribution has
been selected for the input variables (length and
width of BBs), as it appoints equally likely outcomes
to all the variables within the defined interval.

3.1 Layout Algorithm within Monte Carlo sim-
ulation

The layout modelling approach selected is based
on solving the facility layout problem (FLP), used by
[51] to model the shipboard layout of a machinery
space. As defined in [57], the FLP can be described
as the arrangement of units (BBs in this case) in a
plant area to attain the most effective layout in accor-
dance with predefined objectives and constraints. In
the model proposed by Poullis[51], and extended in
this paper, the FLP is framed as a multi-objective
problem with non linear constraints. The objectives
of the problem are the minimization of length and
connection costs.

The proposed model generates layouts for a sim-
plified engine room with fixed width. Integer con-
straints are introduced to tune the rotational ability

of the BBs, by using a value of 1 for rotational ability
and 0 for non-rotation. A coordinate-based system
is used for the layout generation. The BBs are mod-
elled as boxes as depicted in Figure 3. They have an
input and output point that coincide with the start
and the end of the box respectively, as defined in
[51]. The minimum length is computed by finding
the right most BB coordinate.

Connection costs (CCs) refer to the various con-
nections such as pipe routing and cable links that
need to be implemented to connect the various PPE
systems. The CCs are based on computing the
euclidean distances between the various systems
and multiplying with the corresponding cost fac-
tor (Equation 1) [52]. The cost of each connection
is allocated using a connection matrix (CM) that
includes weighting factors for connecting either to
the input or the output of the BB.

N∑
i=1

N∑
j=1

CMij ·dij =
N∑
i=1

N∑
j=1

CMij ·(| diout−djin) |

(1)
The multi-objective optimisation is implemented

using Deb’s NSGA-II [58] incorporated into the
MATLAB global optimisation toolbox [59]. The
critical parameters to define the optimization pro-
cess are listed in Table 8. The population size is
set to 400 by trial and error. Each BB has a set
of three decision variables: length, width and rota-
tional freedom. Five BBs are selected for this case
study. Therefore, there are 15 decision variables
(nvariables) in this case study.

Table 8: GA parameters definition,
nvariables refers to the number of decision variables.

Parameter Value
Population 400
Maximum Generations 200 · nvariables

Maximum Stall Generations 100

A convergence criterion has been applied to
compare the outcome of the objective functions
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based on Equation 2:

|Objj,i −Objj,i−1| ≤ 0.01, j = 1, 2 (2)

The convergence criterion (Equation 2), regard-
ing the values of the objectives: length, connection
costs is applied to reduce computational time when
the GA cannot provide fundamental layout improve-
ments. GA produces more than one solutions per
set of inputs. The maximum value of the objectives
out of these solutions per MC run has been used
to normalize the values of the objectives in Equa-
tion 3 and thus receive values in the range of 0 to
1. Each set of inputs needs to match one layout out-
put to generate a distribution of engine room length
and connection costs outputs within the MC simula-
tion. This technique allows to observe the influence
of variable dimensions on the overall size of the
engine room. Therefore, the selection equation in
Equation 3 is applied, which allocates equal weight
factors to the objectives of the problem:

minObj = min(

2∑
i=1

wi ·
Obji

maxObji
), wi = 0.5

(3)
The GA output that minimizes the value of Equa-

tion 3 is integrated into the MC simulation output.
Equal weight factors have been assigned to the Ob-
jectives of the problem and the objectives are nor-
malized by dividing with the maximum value of
each objective respectively per GA run. The ob-
jectives compared in the minimization Equation 3
receive values in the range of 0 to 1, which makes
the length and connection costs values equally im-
portant.

The solution minimizing Equation 3 is selected
and is part of the output statistical data of the MC
simulation, regarding length and connection cost.
For the case study two main concepts are examined:

1. Impact of variable BB dimensions on the length
and connection costs of the engine room with a
standard logical architecture

2. Impact of alternative logical architectures on the
length and connection costs of the engine room

4 CASE STUDY

The proposed model is used to generate multiple
layouts of a simplified engine room with main com-
ponents. Five BBs that constitute an engine room
were selected, as defined in [39], [51], with their

variable dimensions (between 15-20 %) provided
in Table 9:

• Main Engine
• Fuel Cells
• Fuel Handling room
• Generators
• Control Switchboard room

Table 9: Case Study Dimensions

Building Block Width [m] Length [m]
Methanol Fuel Preparation[1] 1.6 - 2.1 2.6 - 3.5
Fuel Cell [2] 0.6 - 0.9 1.1 - 1.4
Main Engine [3] 1.2 - 1.5 1.4 - 1.9
ESM Machine [4] 0.6 - 0.9 1.1 - 1.4
DC Distribution [5] 0.8 - 1.1 3.8 - 5.1

CMbaseline =


0 0 2 0 0
1 0 0 0 0
0 0 0 5 0
0 0 0 0 1
0 2 0 0 0

 (4)

The connection matrix, CMnormal, expresses the
importance of the connection between the different
components, with 0 meaning a connection of mini-
mum importance and 5 a highly important connec-
tion and thus components should be in close prox-
imity. The definition of the specific connections
was elaborated on in [51]. The matrix in Equa-
tion 4 introduces to the layout algorithm, whether
BBs should be adjacent or apart, based on the con-
nection costs. To an extent, this reflects the logical
architecture that can be implemented. The output
variables of the simulation are the Length and the
Connection Costs of the simplified engine room,
which are also the objectives of the GA algorithm.

4.1 Effect of Uncertainty

Before exploring the results, the convergence of
the MCS was determined. Here, 1% was deemed
sufficient convergence, and was evaluated based on
the cumulative incremental difference (CID) defined
in Equation 5. CID expresses the alteration of the
mean value (µ) of length and connection cost re-
spectively per MC simulation. As shown in Figure
2 acceptable convergence was achieved within the
400 simulation runs, because the CID values re-
mained within acceptable range of the 1% accuracy.
The same accuracy was selected in Equation 2 for
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the GA convergence, because it is reasonable for
both parts of the simulation to have the same level
of accuracy. For this set up, the simulation duration
was approximately 2 hours per scenario using the
Delft Blue supercomputer [60]. A representative
layout of the simulation is shown in Figure 3. The
presented layout has values similar to the mean val-
ues of the length and connection costs in the MC
simulation with the baseline logical architecture de-
fined by Equation 4.

CID =
µObjective(i) − µOblective(i−1)

N
(5)

N:number of runs
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Figure 2: Convergence of the Monte Carlo simula-
tion
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Figure 3: Representative layout generated during
simulation with the baseline logical architecture and
the mean length

The MC solution space of the 400 runs is pre-
sented in Figure 4, where there is no clear correla-

tion between the length and connection costs. Al-
though there is a concentration of points around the
mean values of the experiment, simultaneously there
are points with an inconsistent behaviour. Figure 5
complements this observation as the distribution es-
pecially of the length, does not clearly relate to any
of the standard distributions. The solution points
are widely spread and exhibit significant variability
compared with an evenly spread uniform distribu-
tion.
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Figure 4: Solution space of the Monte Carlo simu-
lation

Figure 5 presents the histograms of the length
and connection costs, where the distributions of the
outputs show a clear non-uniform behaviour con-
trary to the inputs. This underscores the complex
relationship uncertainty plays in the integration of
methanol fuelled systems and its influence on the
design space. When considering the variety of PPE
systems to be included in a full-scale ship design,
the complexity of the design process increases.
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Figure 5: Histogram of engine room length and con-
nection costs
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4.2 Effect of uncertainty with varied logical ar-
chitectures

The aim of this experiment is to explore the influ-
ence of uncertainty within the logical architectures
by applying two additional connection matrices,
namely:

1. Zero constraints, meaning that a zero constraint
matrix is implemented, and

2. Full constraints, which has minor adjustments
compared to the baseline CM in Section 4.1.
Changes were made to allocate higher CCs be-
tween the BBs that potentially limit the layout
options and are implemented in Equation 6.

CMfullconstraints =


0 0 2 0 0
2 0 0 1 1
0 0 0 5 0
0 0 1 0 1
0 2 0 1 0

 (6)

Similar to the baseline case, the solution space
is generated to compare the behaviour of the differ-
ent logical architecture scenarios. Figure 6 shows
the data clustered depending on the logical architec-
ture scenario. It is natural that the zero constraints
scenario generates a flat line and is therefore not in-
cluded in the comparison of connection costs below.
The full constraints scenario generates a consider-
able increase in connection costs, but also a shift
of points towards the left meaning a lower overall
length. This pattern is similarly observed in Fig-
ure 7, in which many points are outliers, meaning
that they fall outside the consistent box plot pattern.
The existence of outliers is confirmed by the kurto-
sis values in Tables 10 and 11. This points to an
inconsistent and complex impact of the logical ar-
chitecture and BBs size uncertainties even in a very
simplified case study, which cannot be logically ex-
plained and requires further research.
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Figure 6: Solution Space for different logical archi-
tectures

Similarly, Figures 7 and 8 show how the
length distribution varies between the different ex-
periments. Full and zero constraints scenarios ap-
pear to have different behaviours despite the mi-
nor modifications per logical architecture scenario.
Both of them lead to a reduced engine room length
compared to the baseline scenario.

Figure 7: Variation of length and connection costs
depending on the allocated connection matrices

Figure 8 shows that the distributions of the vari-
ables vary. The statistics of length and connection
costs provided in Tables 10 and 11 show the vari-
ation of the possible outcomes depending on the
connection matrices defined, as well as the skew
of the distributions. As a result, there is no con-
sistent distribution to describe the outcomes of the
experiment, meaning that the alteration in PPE sys-
tems generates uncertainty in the design process and
needs further investigation to minimize the risks
propagated throughout the design process.
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Figure 8: Length and Connection Cost distribution per different scenario

Table 10: Length [m] statistics per scenario

Measure baseline zero full constraints
µ 6.91 6.39 6.49
σ 0.63 0.64 0.57
kurtosis 3.65 4.00 4.63
skewness 0.13 0.78 1.28

Table 11: Connection costs statistics per scenario

Measure baseline full constraints
µ 17.86 34.16
σ 2.01 3.29
kurtosis 2.95 4.51
skewness 0.60 -0.36

4.3 Discussion and Results

This study represents an attempt to study the
influence of uncertainty in the design process due
to the integration of alternative fuelled PPE sys-
tems. The integration of a multi-objective optimi-
sation process in Monte Carlo simulations leads to
increased computational modelling cost and com-
plexity. For this reason, a simplified case study is
developed to increase the ease of application. As
discussed in Section 2, there is lack of knowledge

regarding the actual size and shape that alternative
fuelled PPEs are going to be,due to the technolog-
ical advancements and the safety regulations under
development. In combination with the case study, it
is clear that there is no consistent pattern regarding
the properties of the design space. The logical archi-
tecture in the form of the connection matrix proved
a highly influential parameter that differentiates the
design space more than the actual dimensions un-
certainty.

In terms of the actual layout, margins for the BBs
were included to account for possible corridors and
safe spaces that need to exist within the engine room.
The layout integration aims not to find the optimal
configuration of the engine room, but instead to es-
tablish insights into the variation of the generated
designs under uncertain conditions. It stands out
that either zero constraints or full constraints lead
to a smaller overall length, meaning that there is no
linear behaviour depending on the number of con-
straints applied. Lastly, the method is not yet able to
fully model the uncertainty propagation within all of
MBSE layers and the case study was mostly limited
to the physical and logical architecture layers.
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5 CONCLUSIONS

The presented study establishes the uncertainties
relating to power propulsion energy (PPE) systems
that are generated from technical and regulatory fac-
tors. The review of the state-of-the-art in methanol
fuelled vessels and the state-of-the-art on systems
showed that more elements should be combined in
the design process to fully understand the influence
of the PPE systems on ship design. The uncertain-
ties that were presented in Table 7 can prove critical
design drivers. Based on these, a design framework
is proposed (Figure 1), which centers around the in-
clusion of uncertainty and its propagation through
the model-based systems engineering (MBSE) lay-
ers, as shown in Table 7.

Complementary to the review of the state-of-art,
a case study is set up to evaluate the uncertainties
within the physical space combined with different
logical architectures. This case study investigates
the effect of variable dimensions and connection
costs of the building blocks on the overall size of the
engine room. The outcome confirms the findings re-
ported in the literature. The distribution shapes of
the output variable differ from the uniform input dis-
tribution, meaning that the size alteration does not
always prove to be fully influential. Furthermore,
modifications to logical architectures result in dis-
tinct distribution patterns, leading to inconsistencies
in the outcomes. Therefore, there is the need to gain
a better understanding on the way that PPE systems
are integrated into the vessel and the constraints
imposed on the design because of safety or per-
formance demands. Future research will therefore
focus on the percolation of the established uncer-
tainties within the layers of MBSE with a particular
emphasis on understanding the effect of the different
design choices on the overall design.
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Abstract 
With the increasingly stringent requirements of international decarbonization regulations, the shipping industry has 

accelerated the pace of exploiting low-carbon fuels. Methanol is one of the most prospective substitute fuels featured with 

low-carbon content, clean combustion and easy storage. For marine diesel/methanol dual-fuel engine applications, a 

certain quantity of diesel is typically used to ensure a stable ignition and combustion. However, the combustion and 

emission characteristics as well as the stable operation window of marine diesel/methanol dual-fuel engines under 

different operating loads have not yet been well investigated. In this study, a marine diesel/natural gas dual-fuel engine 

was used as a prototype to develop a 3D simulation model using CONVERGE, which was then validated using 

experimental data under different operating loads. The validated model was then employed to investigate the effects of 

methanol substitution rate (MSR) on the combustion and emission characteristics under the diesel/methanol operation 

mode. By monitoring the abnormal combustion phenomena such as misfire and knocking, the maximum MSR under 

different operating conditions was identified. Finally, the engine performances of diesel/natural gas and diesel/methanol 

modes were compared in terms of combustion and emission characteristics. The results show that the maximum MSR 

tends to increase first (from 5% to 43% under operation load from 25% to 75%) and then decrease (from 43% to 20% 

under operation load from 75% to 100%) with increasing operating load owing to the misfire limitation at low load and 

knocking limitation at high load, respectively. Comparing to the prototype diesel/natural gas mode, the diesel/methanol 

mode exhibited a shorter combustion duration with increased NOx emissions. The results obtained from this study are 

expected to guide the operation management of marine diesel/methanol dual fuel engines, and thus help reduce ships’ 

CO2 emissions. 

 

Keywords: Diesel/methanol, Diesel/natural gas, Operating load, Combustion characteristics, Emissions, Substitution 

rate.

 

1. INTRODUCTION 

With increasingly stringent emission 

regulations, a number of methods, such as using 

alternative fuels, optimizing the combustion 

process, and adding after-treatment equipment, 

have been employed to reduce carbon emissions in 

the marine shipping industry. Methanol is one of 

the most prospective alternative fuels for marine 

engines due to its low-carbon, clean-combustion, 

easy-storage and renewable characteristics [1]. 

When applied in internal combustion engines, 

methanol can be used alone [2-3] or in combination 

with other fuels, such as methanol-diesel engines, 

methanol-gasoline engines, methanol-hydrogen 

engines, etc [4-5]. For marine application, 

methanol-diesel engines are more widely used, 

which can be divided into three classifications: 

direct blending, port injection, and direct injection. 

Direct blending means methanol is emulsified and 

mixed with diesel to form a diesel-methanol 

mixture as an engine fuel [6-8]. Port injection 

methanol-diesel engine is to inject methanol into 

the intake port, where it is mixed with air before 

entering the cylinder during the intake process, 

while the diesel fuel is injected directly into the 

cylinder before the top dead center (TDC) for 

igniting the methanol [9-12]. Direct injection 

methanol-diesel engine is to inject both methanol 

and diesel directly into a cylinder. Two separate 

nozzles are used to inject methanol and diesel, with 

diesel generally injected before the TDC, while 

there are a number of methanol injection strategies 

[13-15]. However, the combustion and emission 

characteristics as well as the operational stability of 

marine diesel/methanol dual-fuel engines under 

different operating loads are seriously affected by 

misfire and knocking [16]. 

In this area, Duan et al. [3] investigated the 

causes of knocking in methanol engines, showing 

that the premature ignition due to hot spots causes 

severe knocking which can be suppressed by using 

a fractional direct in-cylinder injection strategy. 
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Yin et al. [13] investigated the effects of methanol 

direct injection strategies on engine performance. 

The results show that injection of methanol during 

the compression stroke could result in a large in-

cylinder fuel concentration gradient, thus reducing 

the combustion duration. The ignition delay and 

combustion duration increased with the increase of 

methanol blending ratio, whilst the combustion 

stability was improved. Li et al. [16] compared the 

diesel/methanol dual-fuel engine knocking in port 

injection and direct injection mode. The results 

show that direct injection mode can effectively 

inhibit the occurrence of knocking, while the port 

injection mode is relatively serious, however, it can 

be suppressed by optimizing the diesel injection 

strategy or increasing exhaust gas recirculation. 

Sun et al. [17] improved the knocking of a diesel-

methanol dual-fuel engine in direct injection mode 

based on the optimization of the in-cylinder 

injection strategy. The results show that the 

optimized injection strategy can improve the 

economy while reducing the intensity of knocking. 

To summarize, the research related to knocking has 

been relatively intensive, while the research related 

to misfire is still unclear. 

Previous studies on methanol have been 

relatively comprehensive. However, in terms of 

evaluating misfire phenomenon, the most widely 

used index is the cyclic fluctuation rate of the 

indicated mean effective pressure (IMEP), which is 

inappropriate for CFD modelling within one cycle. 

Thus, a new method of misfire evaluation (PCC) is 

proposed in this study, which can provide new 

ideas for the operating boundary exploration of 

dual-fuel engines. In addition, methanol and 

natural gas are good choices for marine dual-fuel 

engines. The application technologies of the 

diesel/natural gas mode have been well developed, 

whilst those of the diesel/methanol mode are still 

under development. Therefore, it is of great 

significance to investigate the convention from 

diesel/natural gas mode to diesel/methanol mode.  

To explore the combustion and emission 

characteristics as well as the steady operation 

window of a port injection marine diesel/methanol 

engine, a CFD model was chosen because of its 

high accuracy in predicting the knocking and 

misfire phenomena as well as engine emissions. By 

monitoring the abnormal combustion phenomena 

such as misfire and knocking, the maximum 

methanol substitution rate under different 

operating conditions was identified. Finally, the 

engine performances of diesel/natural gas and 

diesel/methanol modes were compared in terms of 

combustion and emission characteristics. This 

study can provide guidance for the conversion of 

diesel/natural gas dual-fuel engines to 

diesel/methanol dual-fuel engines and help reduce 

CO2 emissions of ships in the future. 

2. MODELLING METHODOLOGY 

In this study, a 3D CFD simulation model was 

developed using CONVERGE software, which has 

the advantages of autonomous meshing and 

abundant sub-models. Since n-heptane can 

describe the ignition and combustion 

characteristics of diesel fuel well [31], it was 

chosen to simulate the diesel injection and 

combustion processes in this study. The properties 

of n-heptane and methanol are presented in Table 

1. 

Table 1. Properties of methanol and n-heptane 

 Methanol N-heptane 

Molecular Formula CH3OH C7H16 

Molecular weight (g/mol) 32 100 

Density（g/cm3,at 20℃） 0.79 0.683 

Boiling temperature (℃) 64.7 98.8 

Flashpoint (℃) 11 -4 

Auto-ignition  

temperature (℃) 

470 204 

Viscosity (mPa s at 

298.15K) 

0.59 0.4 

Stoichiometric fuel-air 

ratio 

0.154 0.069 

Cetane number 3-5 56 

Lower heating value 

(MJ/kg) 

19.95 44.60 

Carbon content (wt%) 37.5 84 

Hydrogen content (wt%) 12.5 16 

Oxygen content (wt%) 50 0 

The sub-models used for developing the 3D 

CFD model are listed in Table 2. 

Table 2. Sub-models used in this study 

Name Sub-model 

Turbulence model RNG k-ε model [18] 

Liquid injection  Blob injection model [19] 

Spray breakup model KH-RT model [20] 

Drop/wall interaction  Rebound/slide model 

Droplets collision model NTC model [21] 

Evaporation model Frossling model [22] 

Wall heat transfer model O’Rourke and Amsden 

model [23] 

Combustion model SAGE model [24] 

Reaction kinetics Diesel/methanol dual-fuel 

mechanism [25] 

Soot mechanism Hiroyasu-NSC model [26] 

NOx mechanism Extended Zeldovich NOx 

model [27] 

Although in-cylinder combustion is complex, 

the three conservation equations of mass (1), 

momentum (2), and energy (3) constitute the basis 

for combustion process simulation. 
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The RNG k-ε model was selected to 

characterize the turbulence, which significantly 

contributes to the combustion process. The 

turbulent kinetic energy k and turbulent dissipation 

rate ε were calculated according to Equations (4) 

and (5), respectively. 
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The SAGE model was chosen to simulate the 

combustion process based on the skeleton kinetic 

mechanism for the methanol/n-heptane dual-fuel 

combustion proposed by Liu et al., which includes 

52 species and 182 reactions, and exhibits high 

accuracy for characterizing dual-fuel combustion 

[25].  

In order to quantify the knocking phenomenon  

under different operating conditions, the indicator 

knock index (KI) is chosen, which denotes the 

average value of PPmax(peak-to-peak value of the 

vibration signal of filtered pressure) for local 

pressure monitoring points at N different locations 

[28]. 

 
max,

1

1 N

n

n

KI PP
N =

=   (6) 

For CFD models that simulate the combustion 

process with one cycle, it is inappropriate to use the 

cyclic fluctuation rate of the IMEP to evaluate 

misfire occurrence. Therefore, referring to the 

definition of CA10 (combustion initiation angle) 

and CA90 (combustion termination angle), a new 

parameter, the Percentage of Combustion 

Completion (PCC), which is defined as the ratio of 

the accumulated heat released at the end of the 

simulation to the theoretical energy input, was 

introduced to evaluate the misfire phenomenon for 

CFD modelling. In this study, PCC= 10% and 

PCC= 90% were set as the boundaries for complete 

misfire and partial misfire, respectively. 

 100%
Q

PCC
m LHV

= 


 (7) 

3. MODEL SETUP AND VALIDATION 

3.1 Model setup 

The main engine specifications are presented in 

Table 3. It is worth mentioning that a number  of 

experiments have been conducted on the 

investigated dual-fuel engine, while corresponding 

data acquisition and post-processing can be found 

in reference [29]. 

Table 3. Engine specifications. 

Parameter Specification 

Engine type 6-cylinder 

Displacement (L) 12.149 

Bore×stroke (mm) 129×155 

Compression ratio 16.5 

IVC (°CA ATDC) -150 

EVO (°CA ATDC) 129 

Nozzle (number×nozzle 

diameter) (mm) 
8×0.22 

In this study, the complete engine model was 

developed by using the Make engine sector surface 

tool, and the grid was generated automatically 

using the CONVERGE software. The simulation 

starts with the -150° CA intake valve closed and 

ends with the 129° CA exhaust valve open. 

Because the injector contains eight uniformly 

distributed nozzles, a one-eighth model of the 

combustion chamber was constructed to reduce the 

computational cost by utilizing axial symmetry. 

According to Figure 2, the simulation results of the 

two simulation models do not show a significant 

difference, indicating that both models can satisfy 

model accuracy validation. 

Therefore, after considering the model accuracy 

and computational cost, the one-eighth model was 

selected for the subsequent research. Six local 

pressure monitoring points were set inside the 

computational domain, as shown in Figure 3. 
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Figure 1: Complete model of the combustion chamber 

and one-eighth model at TDC. 

 
Figure 2: In-cylinder pressure and HRR comparison at 

100% operation loads. 

 

 
Figure 3: Location of the monitoring points. 

3.2 Model validation 

Before validating the developed CFD one-

eighth model, it is necessary to verify the mesh grid 

size independence. To determine the appropriate 

basic grid size, four grid schemes (1.5, 2.0, 2.5, and 

3.0 mm) were compared in terms of in-cylinder 

pressure. Figure 4 shows the comparison results of 

the pressure for four basic grid sizes. Balancing the 

prediction accuracy and computation cost，a 2 mm 

basic grid size and 33689 basic cells were 

ultimately selected in this study. 

 
Figure 4: In-cylinder pressure comparison with 4 base 

grid sizes. 

To validate the model accuracy, the simulation 

results were compared with the experimental data 

under operation loads of 32%, 53%, 74%, and 

100%. However, due to page limitations, the results 

are not fully presented. 

 
Figure 5: In-cylinder pressure and HRR comparison at 

53% operation loads. 

The simulated and measured pressures and heat 

release rate (HRR) at 100% operating conditions 

are shown in Figures 2, which clearly demonstrate 

good agreement with each other. It can be observed 

that under 100% operating conditions the predicted 

results match the experimentally obtained data with 

adequate accuracy. Figures 5 and 6 show the 

accuracy verification of the pressure and HRR at 

53% and 32% of the operation loads, respectively. 
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Figure 6: In-cylinder pressure and HRR comparison at 

32% operation loads. 

This study quantitatively compared the 

simulated and measured pmax, and the 

corresponding angles (α1), pcom, and IMEP. 

Comparisons of the simulated and measured in-

cylinder parameters at 4 different loads are 

presented in Table 4. It can be seen that under 

100% load, the simulated peak pressure was 132.8 

bar，compared with the measured peak pressure of 

133.1 bar, the error is only 0.2%, and the 

corresponding angle difference is 1.89 °CA. The 

simulated pcom was 132.6 bar, which is very close 

to the experimental data of 132.4 bar, with an error 

of 0.2%. The relative errors of all the parameters at 

the other operating loads were less than 5%, and 

the angles were less than 3°CA, indicating that the 

model was more accurate in terms of combustion. 

Table 4. Quantitative Comparison between the 

simulated and measured in-cylinder parameters 

Load Parameters 
pmax 

(bar) 
α1 

pcom 

(bar) 

IMEP

(bar) 

100% 

Simulation 132.8 4.03 132.6 19.78 

Experiment 133.1 5.92 132.4 18.90 

Error 0.2% 1.89 0.2% 4.6% 

74% 

Simulation 128.4 5.64 128.1 17.89 

Experiment 128.0 6.23 127.4 18.00 

Error 0.3% 0.59 0.5% 0.6% 

53% 

Simulation 99.37 9.02 94.87 11.84 

Experiment 100.1 7.80 95.06 12.39 

Error 0.7% 1.22 0.2% 4.4% 

32% 

Simulation 74.81 10.5 66.15 9.37 

Experiment 76.05 9.49 65.59 9.70 

Error 1.6% 1.01 0.9% 3.4% 

A comparison of the simulated and measured 

emissions under 4 different operating conditions is 

presented in Table 5. It can be observed that the 

relative errors for both NOx and CO are less than 

10%, whereas HC has larger relative errors, except 

at the100% load. Combined with the higher 

simulated NOx emissions, the overestimated 

temperature may have been the main cause. 

Overall, the accuracy of emission predictions of the 

model was acceptable. 

Table5. Comparison between the simulated and the 

measured emissions. 

Load Parameters 
NOx 

(g/kWh) 

CO 

(g/kWh) 

HC 

(g/kWh) 

100% 

Experiment 1.83 6.82 17.67 

Simulation  1.67 7.47 18.8 

Error(%) 8.74 9.53 6.4 

74% 

Experiment 1.34 9.36 32.45 

Simulation 1.47 8.55 28.40 

Error(%) 9.70 8.65 12.48 

53% 

Experiment 1.50 7.21 24.93 

Simulation 1.62 6.50 22.30 

Error(%) 8.80 9.85 10.55 

32% 

Experiment 1.62 3.77 10.30 

Simulation 1.70 3.45 8.90 

Error(%) 4.94 8.49 13.59 

In summary, by comparing the pmax, HRR, 

IMEP, and emissions obtained from the simulation 

and experiments, it was proven that the developed 

model has sufficient accuracy and can be used in 

subsequent research.  

4. RESULTS AND ANALYSIS 

In this section, the validated 3D model is used 

to investigate the maximum methanol substitution 

rate under different operating conditions, the 

effects of the MSR on engine performance, and a 

comparison between diesel/methanol and 

diesel/natural gas dual-fuel modes. 

4.1 Maximum methanol substitution rate under 

different operating loads 

In this study, the maximum methanol 

substitution rate (MMSR) under four operating 

conditions (25%, 50%, 75%, and 100% load) was 

identified by considering the misfire and knocking 

occurrences. Figure 7 shows that the MMSR 

tended to increase from 5% to 43% when the 

operating load increased from 25% to 75% and 

then decreased to 20% at 100% operating load. 

Misfire and knocking were the main factors 

constraining the MMSR at low and high operating 

loads, respectively, as shown in Figures 8 and 9. 

Figure 8 presents the PCC variation with 

methanol substitution rate (MSR) at different 

operating loads. As described in Equation (7), the 

partial misfire and complete misfire limits are 

defined as PCC = 90% and PCC=10%, respectively. 

In this study, the partial misfire limit was used to 

determine the maximum methanol substitution rate 

at low operating loads. At 25% and 50% operating 

loads, the PCC showed a decreasing trend with 

increasing MSR, which constrained the MMSR to 

5% and 25%, respectively. For the case of 25% 

operating load, the PCC drops below 10% at 

19



approximately 50% MSR, indicating complete 

misfire occurrence. At 75% and 100% operating 

loads, the PCC exhibited an increasing trend with 

increasing MSR, which was probably caused by the 

increasing intake pressure and temperature. This 

means that the methanol addition stimulates 

combustion; thus the partial misfire limit is no 

longer the MMSR constraint at high operating 

loads.  

 
Figure 7: MMSR variation with engine operating load. 

 
Figure 8: PCC variation with MSR under different 

operating loads. 

 
Figure 9: Knocking condition of engine. 

However, with an increase in the operating load, 

the combustion becomes more violent with 

increasing MSR, which makes the knocking index 

(KI) the main factor constraining the MMSR at 

high operating loads. Figure 9 shows the KI 

variation with MSR under 75% and 100% 

operating loads. At high operating loads, the 

MMSR can be obtained by identifying the 

knocking index. Currently, the setting of KI is 

mainly based on SI engines and is not applicable to 

this study. In this study, first, the monitoring points 

were all close to the cylinder wall, resulting in a 

larger KI; second, in the pure diesel mode KI=2.52, 

so KI of the knocking limit should be larger. 

Finally, it was concluded from the analysis of the 

results that a significant difference in the cylinder 

pressure curves (shown in Figure 10) was observed 

at the 75% work and 50% MSR condition, which 

was considered to be closer to the knockout 

boundary (KI=5). In summary, KI=5 was 

tentatively selected as the limiting value for this 

study. As shown in Figure 9, the MMSR at the 75% 

and 100% operating loads were approximately 43% 

and 20%, respectively.  

4.2 Effects of methanol substitution rate on 

engine performance and emissions 

Among the investigated 4 operating loads, the 

largest MMSR was achieved under 75% operating 

load, which was the most economical operating 

point for engine management. Thus, the effects of 

different MSR on engine combustion and 

emissions were analyzed under a 75% operating 

load. 

 
Figure 10: Comparison of in-cylinder pressure. 

As shown in Figures 10 and 11, both the in-

cylinder temperature and pressure during the 

compression stage decrease with increasing MSR, 

which is caused by the increase in the specific heat 

capacity of the in-cylinder gas owing to the 

increase in methanol. After diesel injection, it can 

be observed that as the MSR increases, the ignition 

delay period increases with a shorter combustion 

duration, indicating that the in-cylinder combustion 

becomes more intense, which can also be observed 

from KI. The two factors together resulted in a 
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decrease and then an increase in the maximum 

pressure and temperature. 

 
Figure 11: Comparison of in-cylinder temperature. 

 
Figure 12: Comparison of heat release rate. 

 
Figure 13: Comparison of NOx emission. 

A comparison of the HRR is shown in Figure 12, 

which shows that the HRR gradually changes from 

double to triple peaks as the MSR increases. It was 

observed that when the MSR was small, the 
combustion process mainly consisted of two stages: 

premixed combustion and diffusion combustion of 

diesel fuel. With a gradual increase in the MSR, 

the premixed combustion of methanol played a 

more important role in the combustion process, 

which contributed to the change from double to 

triple peaks. The HRR and KI analyses suggest that 

the engine is already at slight knocking at 

approximately 40% MSR, which might be 

beneficial to the output power [30]. Figure 13 

shows the NOx emission variation with MSR. It can 

be seen that NOx emissions decreased significantly 

with increasing MSR. There are two possible 

reasons for this: first, the reduction in diesel 

injection leads to a reduction in the hot zone at the 

flame front, and second, methanol combustion has 

an inhibitory effect on NOx production. 

4.3 Comparison of diesel/methanol and 

diesel/natural gas dual fuel mode 

In this section, a comparison is made between 

the diesel/methanol and diesel/natural gas dual-fuel 

modes in terms of combustion and emissions 

performance. Because the largest MMSR was 

achieved at 75% operating load, the operation 

mode comparison was conducted at 75% operating 

load. In addition, a maximum methanol 

substitution rate of 43% was used for the 

diesel/methanol mode, whereas a maximum natural 

gas substitution rate of 90% was used for the 

diesel/natural gas prototype mode. 

 
Figure 14: Comparison of in-cylinder pressure. 

 
Figure 15: Comparison of in-cylinder temperature. 

As shown in the Figures 14 and 15, the 

maximum pressure and temperature of the 
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diesel/methanol mode are much higher than those 

of prototype mode, which could probably increase 

the engine’s mechanical and thermal loads. Figure 

16 shows a comparison of the HRR. With the same 

pilot injection timing, the diesel/methanol mode 

exhibited shorter ignition delay and combustion 

duration. Besides, the combustion phase advanced 

with three HRR peaks in diesel/methanol mode. 

Compared with the diesel/natural gas mode, the 

higher temperature resulted in a significant 

increase in NOx emissions in the diesel/methanol 

mode, as shown in Figure 17. 

 
Figure 16: Comparison of heat release rate. 

Figure 18 shows a comparison of the in-cylinder 

temperature distributions of the diesel/methanol 

and diesel/natural gas modes. As diesel is used 

mainly as a pilot fuel (approximately 10% energy 

percentage) in the diesel/natural gas mode, the 

diesel penetration distance is much smaller than 

that in the diesel/methanol mode, which uses 57% 

diesel for combustion. Owing to the shorter diesel 

spray penetration, the diesel/natural gas mode 

exhibited a significant afterburning phenomenon. 

However, diesel accounts for 57% of the total heat 

release; thus, the injection mass and spray 

penetration are much larger than those in the 

diesel/natural gas mode. Therefore, the combustion 

phase was advanced, thereby improving the 

afterburning phenomenon. It can also be observed 

that the main factor responsible for the high NOx 

emissions in the methanol mode is excessive diesel 

injection.  

 
Figure 17: Comparison of NOx. 

Combining the simulation results of Figures 16 

and 18, it can be found that for the diesel/methanol 

dual-fuel engine, the combustion was completed at 

approximately 20° CA; but from the three-

dimensional results, there still exists a considerable 

amount of space in the low-temperature state 

(approximately 1500 K). For a diesel/natural gas 

dual-fuel engine, the temperature of the burned 

zone of the natural gas is very high (approximately 

2000 K). In summary, it was concluded that 

methanol combustion contributes very little to the 

temperature increase, and therefore, NOx 

generation can be effectively suppressed. 
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a.Natural gas-diesel dual fuel engine. b.Methanol-diesel dual fuel engine. 

Figure 18: In-cylinder temperature distribution of different fuel engines. 

5. CONCLUSION 

In this study, a 3D CFD simulation model of a 

diesel/methanol dual-fuel engine was developed to 

investigate the maximum methanol substitution 

ratio under different operating conditions, the 

effects of the MSR on engine performance, and a 

comparative study with the diesel/natural gas dual-

fuel operation mode. The conclusions are as 

follows. 

1. For the diesel/methanol dual-fuel engine in 

the inlet port injection mode, the MMSR tended to 

increase and then decrease with an increasing 

operating load. The MMSRs at 25%, 50%, 75% 

and 100% loads are 5%, 25%, 43% and 20%, 

respectively. 

2. At 75% operation condition, with the increase 

in MSR, the ignition delay period increased and the 

combustion duration decreased, resulting in more 

complete combustion and better emissions. 

3. Compared with the prototype, the ignition 

delay and combustion duration of the 

diesel/methanol dual-fuel mode were significantly 

shorter, resulting in better engine dynamics for the 

same total heat release. Higher pressures and 

average temperatures mean increased mechanical 

and thermal loads, which may limit the engine's 

operating range. In addition, diesel/methanol dual-

fuel engines have worse NOx emissions. 

4. In the diesel/methanol mode, methanol 

combustion is very rapid and the contribution to the 

temperature increase after combustion is not 

obvious; at the end of combustion, there is still a 

considerable space in the cylinder at approximately 

1500 K. Therefore, the application of methanol in 

the engine can effectively inhibit the generation of 

NOx. 

5. As fuel, methanol can reduce NOx generation 

in two ways: first, the use of methanol to replace 

diesel fuel can reduce the in-cylinder hot zone 

caused by diesel fuel combustion; second, the 

combustion of methanol does not have a significant 

effect on the temperature increase, and the 

relatively low temperature of the combusted zone 

can inhibit NOx generation. 

Owing to the limitations of knocking and 

misfire, there is an upper limit to the substitution 

rate of methanol, which is much lower than that of 

natural gas without changing the original engine 

structure. Nevertheless, as a new alternative fuel, 

methanol still exhibits unique advantages such as a 

faster combustion speed and stronger NOx 

suppression ability. In response to these findings, 

future research will focus on a diesel/methanol 

dual-fuel mode with direct in-cylinder injection to 

improve engine combustion and emission 

performance while increasing the methanol 

substitution rates. 
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Abstract 

Emissions restrictions are growing worldwide due to climate change concern. In the maritime sector different fuels are 

under scrutiny to identify the best option toward a carbon free transport. Methanol, the simplest alcohol, is one of the 

most discussed alternative fuels. This work aims at investigating the use of this chemical as fuel on board from different 

perspectives in order to provide a complete picture. A 34000 DWT bulk carrier has been used as case study including 

both the hypothesis of a retrofit and a newbuilding. From the technical point of view the attention has been focussed on 

the ship general arrangement finding space for methanol tanks and fuel systems, in agreement with the existing ABS 

rules. A carbon footprint emission assessment has been performed, taking into account both IMO’s and EU’s regulations. 

To have a more complete overview, a preliminary economic evaluation is also performed with the estimation of OpEx 

and CapEx related to the methanol system on board. Results showed the technical feasibility with respect to the ship 

conversion and some criticality related to safety measures and the energy content of methanol. From the polluting impact 

point of view, the study highlights the importance of a Well to Wake (WtW) approach instead of considering only Tank 

to Wake (TtW) emissions. From this perspective, with a global decrease in GHG emissions of about 85% with respect to 

HFO, green methanol appears to be the only viable ecological solution. The use of bio methanol on board significantly 

affects OpEx, with an estimate increase of more than 250%, due to the high costs of methanol produced from renewable 

feedstocks and its small production worldwide. 
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1. INTRODUCTION 

Climate change and environmental protection 

are the most discussed issues for the future.  

One of the major problems is Air Pollution, 

especially from Greenhouse Gases (GHG) 

emissions. The shipping sector, with a fleet almost 

entirely powered by fossil fuels, in 2018 was 

responsible of 2.89% of global anthropogenic 

emissions [1]. 

In light of these conditions, major ruling bodies 

are imposing increasingly restrictive regulations on 

the maritime sector; this leads to the need to find 

alternative solutions to fossil fuels. 

This work aims to investigate one of the 

possible alternative fuels, the methanol, using a 

34000 DWT bulk carrier well proven design as a 

case study including both the hypothesis of a 

retrofit and a newbuilding. The main focus is on 

developing a methodology that allows to verify the 

feasibility of the methanol solutions proposed. The 

methodology is based on three main pillars: 

technical, environmental and economic feasibility. 

From the technical point of view, the attention 

has been focused on the ship general arrangement 

finding space for methanol tanks and fuel system 

following the ABS’s “Requirements for Ethanol 

and Methanol fuelled Vessels”. 

The environmental impact of methanol used as 

marine fuel has been assessed following 

International Maritime Organization’s (IMO) 

Annex VI and an approach based on European 

Union’s (EU) FuelEU Maritime regulation. This 

allows to highlight differences and peculiarities of 

both the decarbonization strategies. 

A preliminary economic evaluation has been 

carried out with the Operational Expenditure 

(OpEx) and Capital Expenditure (CapEx) 

calculation related to the fuel system on board in 

order to give a complete overview of this 

alternative solution. 

The methanol solutions have been compared in 

every aspect to the original ship to highlight the 

differences with a fossil fuel propulsion. 
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1.1 State of the Art 

Methanol, the simplest alcohol, is a chemical 

widely traded worldwide as a commodity; in recent 

years its characteristics have led to a growth of 

interest in its use as an alternative marine fuel [2]. 

Methanol is liquid under atmospheric 

conditions, which facilitates transport and storage; 

this advantage is limited by the low lower heating 

value (LHV 20 MJ/kg [3]) compared with 

traditional marine fuels. As a consequence, 

approximately twice as much fuel by weight must 

be bunkered to store the same energy on board [3]. 

In addition to being volatile, colourless, and 

extremely flammable, methanol is also toxic for 

humans and has a low flashpoint (12°C [3]). These 

peculiarities lead to the need for strict and 

dedicated regulations. In 2020, IMO published and 

adopted the “Interim Guidelines for the Safety of 

Ships Using Methyl/Ethyl Alcohols as Fuel” with 

a more prescriptive approach compared to the 

previous IGF code (2015). On that basis, some of 

the most important Classification Societies (DNV-

GL, ABS, Lloyd’s Register, IRS) developed their 

own guidelines for methanol and ethanol fuelled 

vessels. 

Methanol’s characteristics allow its use in 

traditional Compression Ignition engines with 

some modifications regarding injection and 

feeding system; moreover, a minimum amount of 

Diesel Oil (DO) should be used as pilot oil [4].  

Major marine engine manufacturers (e.g., 

MAN, Wartsila) have expanded their portfolio with 

methanol dual fuel solutions; they also provide the 

possibility of retrofitting and adapting to methanol 

existing engines [5]. 

Analysing the context of the production, 

methanol can be produced efficiently from various 

sources including some fossil products but also 

form agricultural waste, biomass, urban garbage 

and other ecological feedstocks [3]. Methanol is 

classified according to the type of raw material 

used for its production in: Grey Methanol when 

Natural Gas is the feedstock, Brown Methanol if 

produced from Coal, Blue Methanol when 

produced from both fossil and bio-feedstocks, 

Green Methanol that is obtained exclusively from 

green sources, this category includes also e-

methanol from carbon capture. This distinction is 

really important for the emissions evaluation; in 

fact, the environmental impact is different between 

the various paths of production. 

Presently two different metrics have been in use 

to define the GHG emissions: the ones produced on 

board from combustion process are the so-called 

Tank to Wake (TtW) or end-life emissions, and the 

Well to Tank (WtT) emissions are those related to 

raw material extraction, fuel production, transport 

and storage onshore. The WtW emissions include 

the entire chain. 

The methanol produced from different raw 

materials has the same chemical properties, thus 

TtW emissions are the same because they are based 

on the methanol molecule: for each gram of fossil-

based methanol 44 /32 gram of CO2 are emitted.[6]  

Considering other on-board pollutant 

emissions, the use of methanol, a sulphur free 

chemical, eliminates 99% of Sulphur Oxides (SOx) 

emissions compared to fossil fuels; this allows to 

comply with SECA areas restriction [6]. With 

regards to Nitrogen Oxides (NOx) emissions are 

still present but reduced by approximately 60% [6] 

compared with traditional fuels and there are easy 

solutions that allows to respect Tier III regulation. 

Particulate matters emissions are reduced by about 

95% compared to HFO [3]. From a technical point 

of view the low NOx and SOx emissions avoid 

having to install Scrubbers or other exhaust gas 

treatment devices with a saving in economic terms 

and space on board. 

With the focus on Carbon Footprint or GHG 

emissions, the emissions to consider having a 

complete overview are the WtW and from this 

point of view differences arise between the 

different path of methanol production. 

The fossil-based methanol produces, over the 

entire chain, carbon dioxide (CO2) emissions 

comparable to fossil Diesel Oil (DO). Full lifecycle 

emissions for natural gas-based methanol, are 103 

- 110 gCO2/MJ LHV or 2.05 - 2.20 kg CO2eq/kg 

while the carbon footprint of methanol produced 

from coal is nearly 300 gCO2eq/MJ, which is about 

3 times higher than the previous one [6]. 

Considering methanol obtained by green 

sources, TtW emissions are considered climate 

neutral resulting in a significant reduction in 

overall carbon emissions of about 60-80% [6]. The 

Methanol Institute suggest that the TtW emissions 

of this type of methanol count as zero because they 

were previously absorbed from the atmosphere [6]. 

Some production paths even allow to negativize 

CO2 emissions [6]. 

In light of these considerations, the only option 

that effectively reduce GHG emissions, is the use 

of methanol from green feedstocks. 

Green methanol is a small reality compared to 

the total global production; only 0.2 Mt/year of 

renewable methanol are produced worldwide [7] 

by a handful of commercial producers. This fact 

leads to incredibly high costs as well as not having, 

nowadays, enough to meet the possible demand of 

the maritime sector. 

Looking at the State of the Art with regards to 

existing vessels and new orders, from 2015, with 

the Stena Germanica conversion to methanol, the 

26



global interest in the use of methanol as marine fuel 

has grown exponentially. Some important 

Companies e.g., Methanex Waterfront Shipping, 

CMA-CGM and A.P. Moller-Maersk, have started 

to enlarge their fleet with methanol powered ships. 

A.P Moller-Maersk has 19 methanol dual fuel 

ships on order and the first feeder vessel of 2100 

teu will arrive in autumn 2023 [8]. The strategy of 

this colossal deserves attention; in fact, they 

engage in strategic partnership across the globe to 

scale green methanol production by 2025 [9]. This 

highlight that collaboration and investments in 

innovative projects are the most important ways to 

reach a net zero fuel value chain. 

Additionally, the academic and research interest 

on this fuel solution and on the importance of 

techno-economic-environmental analysis is high 

and the following papers have been useful for this 

work. Denitz et al. [10] studied environmental and 

economic performance of methanol, ethanol, 

liquefied natural gas, and hydrogen as marine fuels. 

Horvath et al. [11] analysed the most cost-effective 

combination of synthetic fuels and fuel cells or 

internal combustion engines to replace fossil oil as 

the main propulsion fuel in the shipping industry in 

2030 and 2040. Ammar [12] studied the 

application of methanol dual-fuel engine for a 

cellular container ship from environmental and 

economic points of view. 

The rest of the paper is structured as follows: 

Section 2 contains the description of the 

methodology, Section 3 is related to the Case 

Study, in Section 4 the results have been analysed 

and the Section 5 is dedicated to the conclusions. 

 

2. MATERIAL AND METHODS 

This section aims to describe the proposed 

methodology used to identify a feasibility metric 

for methanol fuelled bulk carriers. 

2.1 Pillar 1: Technical requirements for the 

safe use of methanol as fuel on board 

The technical requirements used in this work for 

evaluating the installation of methanol fuel tanks 

and supply system are dictated by ABS’s guideline 

for methanol and ethanol fuelled vessels [13] that 

incorporates IMO’s MSC.1/Circ.1621. The most 

significant points have been highlighted below. 

Methanol can be stored on board in integral, 

independent and portable tanks; each of these 

options are considered in the Rules. 

Fire and explosion safety is one the most 

important aspects to consider for a low flashpoint 

fuel; for this reason, integral methanol tanks are 

surrounded by protective cofferdams. The 

cofferdam is not mandatory on those surfaces 

bounded by shell plating below the waterline, other 

methanol tanks or fuel preparation spaces (“Sect 5, 

3.2 ABS’s guideline”). The distance between the 

tank and the cofferdam should be at least 600 mm 

with A-60 insulation. 

Methanol has also a corrosive nature, for this 

reason stainless steel is the proposed material for 

fuel storage tanks; however, for large structural 

tanks or in case of a retrofit, silicate coatings on 

structural steel can be used.  

Storage tanks need to be ventilated and inerted 

at any time during normal operation; a nitrogen 

inert system is required on board.  

The ABS’s guide dedicates section 8 to 

bunkering. The key aspects for the positioning of 

the bunker station are ventilation and safety; in 

particular is important to analyse the risk of fuel 

exposure in case of spillage during ordinary 

operations. 

Methanol as fuel needs a system of valve trains, 

pumps, filters and heat exchangers to supply the 

engine at specific conditions. Pumps submerged in 

methanol tanks should be arranged with double 

barriers preventing from being directly exposed to 

the fuel. The space for the fuel supply system must 

be separate from the engine room although an 

entrance is permitted via airlock.  

In non-hazardous enclosed areas stainless steel 

double-walled pipes are necessary for fire safety 

reasons. 

The location of the vent mast requires a 

minimum safety distance to deck, air intake, 

opening to accommodation, service spaces, and 

ignition sources. 

It is present practice with dual fuel engines to 

have on board an amount of diesel oil as safety 

measure. This is required to ensure a safe return to 

port with fuel oil propulsion in case of failure of the 

methanol system. This requirement makes even 

more difficult to find volumes for methanol on 

board, especially in the case of a retrofit.  

This work provides an amount of DO to ensure 

7 days of navigation in oil-only mode.  

2.2 Pillar 2: Environmental KPI 

IMO in 2018 adopted the Initial Strategy on 

reducing GHG emissions from ships with the 

ambition to impose a regulatory framework that 

effectively reduces the global fleet’s environmental 

impact. [14] 

With this purpose various technical and 

operational indexes and tools have been set 

including Energy Efficiency Design Index (EEDI) 

and Carbon Intensity Indicator (CII) that will be 

evaluated in this paper. 
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The EEDI is used to calculate a vessel’s energy 

efficiency with a complex formula taking the ship 

emissions, capacity and speed into account. [14] 

The equation can be summarised with:  

 

𝐸𝐸𝐷𝐼 [
𝑔𝐶𝑂2

𝑡 𝑁𝑚
] =  

∑ 𝑃 × 𝐶𝑓 × 𝑆𝐹𝐶 

𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 × 𝑆𝑝𝑒𝑒𝑑
  (1) 

 

where P is the Power, Cf is a conversion factor, and 

SFC is Specific Fuel Consumption. For bulk 

carriers the capacity means Deadweight [15]. 

Equation (1) allows to evaluate the Attained 

EEDI (EEDIa) that has to be compared with the so 

called Required EEDI (EEDIr) [16]. 

 

𝐸𝐸𝐷𝐼𝑎  ≤ 𝐸𝐸𝐷𝐼𝑟 (2) 

 

𝐸𝐸𝐷𝐼𝑟 = (1 −  
𝑥

100
) ∙ 𝑅𝑒𝑓. 𝐿𝑖𝑛𝑒 𝑉𝑎𝑙𝑢𝑒 (3) 

 

where x is the reduction factor that varies with 

time [16]. The reference line value must be 

evaluated with the following equation: 

 

𝑅𝑒𝑓. 𝐿𝑖𝑛𝑒 𝑉𝑎𝑙𝑢𝑒 = 𝑎 ∙ 𝑏−𝑐 (4) 

 

The parameters a, b, c are provided by IMO’s 

regulation [16] depending on ship types and size. 

The CII is a rating scheme (A-E) developed by 

the IMO to measure the annual performance in 

terms of CO2 per DWT and distance covered [17]. 

Even in this case the CII of the ship, the Attained 

CII (CII a), has to be compared with the Required 

Annual one (CII ar) [18]. 

 

𝐶𝐼𝐼𝑎  =
𝑀

𝑊
 (5) 

 

Where M is the Mass of CO2 emissions in 

grams and W represents the transport work Tons x 

Nautical Miles [t Nm]. 

 

𝑀 = 𝐹𝐶𝑗 × 𝐶𝑓𝑗
 (6) 

 

FCj is the total mass in grams of consumed fuel 

oil of type j in the calendar year while Cfj 

represents the fuel oil mass to CO2 mass 

conversion factor for fuel oil type [18]. 

Transport work W can be evaluated as follows 

[17]: 

 

𝑊 = 𝐶 × 𝐷𝑡 (7) 

 

C represents the ship capacity and is different 

for ship types (for bulk carrier=DWT); Dt is the 

total distance traveled [Nm]. 

The Required Annual CII (CIIar) equation is the 

following [19]: 

 

𝐶𝐼𝐼𝑎𝑟 = (1 −
𝑍

100
) 𝐶𝐼𝐼𝑟𝑒𝑓 (8) 

 

Z is an annual reduction factor 

 

𝐶𝐼𝐼𝑟𝑒𝑓 = 𝑎 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 −𝑐 (9) 

 

The parameters are tabled in IMO’s 

requirement [20].  

The requirement also provides the boundaries 

for determining a ship’s annual operational carbon 

intensity performance from the year 2023 to 2030. 

The boundaries are determined by the required 

annual operational CII in conjunction with the so 

called “dd vectors”; by comparing the attained 

annual operational CII of a specific ship with the 

four boundaries, a rating from A to E is assigned. 

[21]  

In this work an estimate of the EEDI and CII is 

presented for both the original ship and the 

methanol propelled vessel. 

In 2021, European Commission adopted the 

“Fit for 55” package that is a series of legislative 

proposal with the objective of reducing GHG 

emissions. [22] 

The maritime sector is included in this path of 

decarbonization with the FuelEU Maritime 

proposal. In March 2023, the European Council 

and Parliament agreed that FuelEU will come into 

force from January 2025 [22]. 

This regulation includes a technical annex with 

the methodology for establishing the GHG 

Intensity Limit on the energy used on board by a 

ship. 

The peculiarity of this index is that it considers 

the emissions over the entire chain, the so called 

Well to Wake emissions [23].  

 

𝐺𝐻𝐺 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝐼𝑛𝑑𝑒𝑥 [
𝑔 𝐶𝑂2𝑒𝑞

𝑀𝐽
]

= 𝑊𝑡𝑇 + 𝑇𝑡𝑊 

(10) 

 

From 2025, the average GHG intensity of the 

energy used on-board during the reference period 

shall be calculated and not exceed the target value 

otherwise a penalty has to be paid. Such target 

value will be reduced over the years. 

EU’s regulation focusses the attention also to 

the energy needed by the ship moored at the 

quayside; only onshore power supply or zero 

emissions technologies are allowed. 

In this work an estimate of WtW emissions is 

calculated for both the original ship case and the 

methanol propelled vessel (instead of the GHG 
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Intensity Index). The calculation is based on data 

from literature and equations from regulations with 

the hypothesis to ignore the contribution of marine 

gas oil for electric generation. The small amount of 

DO used as pilot oil has been neglected, too. 

For both HFO and methanol propulsion the WtT 

emissions data have been selected from literature 

while the TtW emissions, for the fossil fuelled 

case, have been calculated in accordance with (11) 

from Annex I [21] of EU COM (2021) 562 [24]. 

 

 

According to [6], the TtW emissions from bio 

methanol (for example from solid biomass), have 

been considered climate neutral, and therefore not 

accounted for. The following table summarises the 

emissions data available in literature for Green 

Methanol. 

 
Table 1. Green Methanol Emissions [6] 

 

2.3 Pillar 3: Economic KPI 

In this work CapEx and OpEx have been 

estimated to provide a preliminary economic 

assessment. 

The attention has been focussed on the costs 

related to the Fuel and Engine Systems, in order to 

better highlight the variations in comparison to 

traditionally fuelled vessels. 

CapEx are initial and fixed costs that are not 

dependant on the intensity of the operation of the 

vessel. The data required for their evaluation are 

the costs of the Engine and the Storage that include 

the Supply System. 

An EMSA’s Report [25] suggests the costs in 

terms of EUR/kW for engine and storage in case of 

newbuilding (reported in Table 2). 

Engine cost can be considered almost equal in 

case of retrofit and newbuilding while the Storage 

and Supply system costs in case of retrofit should 

be more expensive. EMSA suggests, on the base of 

best engineering judgement, an increment of about 

13-17% to newbuild CapEx [25]. 

The sum of costs in EUR/kW has been 

multiplied by the main engine power [kW]. 

Moreover, following a further in-depth analysis on 

available data, an amount of EUR 500000 has been 

added to the Methanol CapEx to improve the 

accuracy of the calculations. 

OpEx are variable costs that depend on ship 

lifetime and its operativity. The OpEx considered 

for this work are only related to the Fuel and the 

Engine systems; they have been divided in: 

Bunkering costs, Maintenance and Repair (M&R) 

costs. 

 

Table 2. Engine and Storage Costs 

 

Additionally, the Diesel Oil amount considered 

for the OpEx evaluation is only the one related to 

the use as Pilot Oil in methanol dual fuel engine. 

The original vessel used as case study in this 

project is HFO fuelled, contract data specifications 

shows that specifically the fuel is IFO 380 so this 

type of fossil fuel has been considered. The mean 

value of Global Average Bunker Price (GABP) for 

the last three years (2019-22) has been used; and 

this value is of 414.75 USD/mt [26] or 403 EUR/mt 

(based on change 1EUR=1.03USD-17 Nov.22). 

For M&R costs of a 2T fuel oil engine, the 

literature suggests costs of about 1.2-7.3 

€/MWh/year [25]; a value of 1.5 has been chosen 

after analyzing some reports. Also considering 

tanks, fuel preparation, and supply system a final 

cost of 2.5 €/MWh/year has been used for M&R 

costs calculations for the original ship. 

The EMSA’s report on biofuels [25] provides a 

cost table of green methanol from different 

feedstocks for 2020 and a forecast for 2030 and 

2050 that is summarised in Table 3; the first price 

scenario has been selected for the work. 

 

Table 3. Green Methanol Costs [24] 

 

For DO costs the same procedure as IFO380 has 

been used; this allows to find a cost of 673 €/mt 

[26]. Through the specific consumptions and the 

hypotheses made on the hours of ship operativity 

and lifetime of the ship (Table 5), it has been 

𝐶𝑂2𝑒𝑞,𝑇𝑡𝑊,𝑗 = (𝐶𝑓𝐶𝑂2 × 𝐺𝑊𝑃𝐶𝑂2 +

𝐶𝑓𝐶𝐻4 × 𝐺𝑊𝑃𝐶𝐻4 + 𝐶𝑓𝑁2𝑂 ×
𝐺𝑊𝑃𝑁20)/LCV 

(11) 

 

Green Methanol Emissions 

Well to Tank 13.5  gCO2/MJ 

Tank to Wake 0 gCO2/MJ 

Well to Wake 13.5 gCO2/MJ 

Ship 

Category 
Fuel Type 

Engine Cost 

(EUR/kW) 

Storage Cost 

(EUR/kW) 

Large 

Vessels 
Fuel Oil 200 60 

Deep Sea 

Vessels 

Bio-

Methanol 
280 100 

Ship Category 
2020 

[€/MWh] 

2030 

[€/MWh] 

2050 

[€/MWh] 

Green Methanol 

“bio-e methanol” 
131 103 82 

Green Methanol 

CCU 
161.5 120 84.5 

Green Methanol 

DAC 
190 147.5 100.5 
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possible to estimate the tons of fuels necessary 

during the whole life of the ship. 

A market survey has shown the M&R costs that 

amount to approximately 30 EUR/kW/year divided 

in 20 EUR/kW/year attributable to main engine and 

the remaining to Storage and Supply. 

After defining the specific consumption of the 

main engine in the two cases of propulsion, with 

simple operations of sums and multiplications, the 

OpEx costs have been evaluated. 

 

3. CASE STUDY 

The original ship’s fuel oil tanks are located aft 

inside Engine Room (Fig. 1) and in this area is 

positioned also the separator room. 

 

Table 4. Original Ship Data 

Item Value 

Length Overall, max 180.00 m 

Breadth moulded at design, max 30.00 m 

Depth moulded to upper deck at side 14.70 m 

Scantling Draught 9.75 m 

DWT Scantling Draught 34000 t 

Total Cargo Volume 45500 m3 

Heavy Fuel Oil tanks total volume 1700 m3 

Diesel tanks total volume 200 m3 

Service Speed at Scantling Draught 14 knots 

Engine Output at CSR (80% MCR) 6100 kW 

CMCR Main Engine 7600 kW 

Daily Consumption of HFO at CSR  26.4 t 

Auxiliary Engines Daily Consumption 2 t 

Endurance 18500 Nm 

SFOC Main Engine 170g/kWh 

 

 

 

 

Figure 1: Original Ship’s Fuel Tanks Layout 

 

For the various calculation that will follow for 

both original ship and methanol solutions the 

operativity data used are listed in Table 5. 

 

Table 5. Operational Data 

 

The data and formulas presented in chapter 2 

have been used to evaluate costs and environmental 

parameters for the original fossil fuelled vessel. 

The results, which are presented in Table 6, have 

been used as comparison parameters with the 

methanol solutions. 

The vessel under analysis has been designed 

before IMO’s regulations for emissions control; 

this lead to have results in term of EEDI and CII 

that do not comply with actual standards. This 

problem has been solved by comparing the new 

solutions in percentage terms with the HFO 

solution. 
 

Table 6. Original Ship Index and Parameters 

3.1 Methanol Solutions 

In this work both cases of retrofit and 

newbuilding have been proposed; the following 

considerations must be applied to both solutions. 

It has been hypothesized that the changes made 

on fuel system for the methanol use are not such as 

to modify the power request for the propulsion; 

thus, the main engine power of 7600 kW has been 

maintained. With methanol propulsion a Specific 

Gas Consumption (SGC, that represents methanol 

consumption) of 350 g/kWh and a Specific Pilot 

Oil Consumption (SPOC) of about 8.35 g/kWh 

have been considered. The data just defined are 

based on information about MAN B&W ME-

LGIM, CEAS Engine Data Reports [4]. 

Moreover, in this study the attention has been 

focused on the main propulsion; for this reason, the 

Auxiliary Engines are considered diesel fuelled 

also in the new solutions. 

As regards the Methanol Supply System, the 

footprint has been estimated based on the size of 

Operational Data 

Ship Lifetime 20 years 

Operating Time 6000 h/year 

Distance Travelled in one year 60000 Nm 

Emission Indexes for Original Ship 

EEDI 6.70 gCO2/tNm 

CII 10.86 gCO2/tNm 

WtT Emission HFO 13.5 [14] gCO2eq/MJ  

TtW Emission HFO 78 gCO2eq/MJ 

WtW Emissions HFO 91.5 gCO2eq/MJ 

Economical Parameters for Original Ship 

CapEx 1976000 EUR 

OpEx 64524000 EUR 
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one of the currently commercially available [27]; 

the selected volume is of about 65 m3. 

It is nowadays a customary practice to store on-

board an amount of diesel oil for safety purpose; 

for this reason, a volume of 210 m3 is dedicated to 

ensuring 7 days endurance in fuel oil-only mode. 

For the Retrofit case, the simplest solution has 

been selected: the methanol tanks have been 

positioned in the spaces originally dedicated to 

HFO tanks, trying to use all available volumes and 

limiting the changes. All the safety measures 

mentioned before (section 2.1) have been 

considered for the installation. 

This solution provides to accommodate the 

Methanol Supply System in a volume previously 

used as a tank, providing a direct access from the 

open deck. 

The proposed layout, represented in Fig. 2, 

admits storing 1120 m3 of Methanol divided in 

four tanks. Moreover, 280 m3 diesel oil are 

provided for pilot oil and safety purposes. The 

yellow dashed spaces in the retrofit tank layout 

figure represent safety cofferdams.  

The lower LHV of methanol compared to fossil 

fuels, combined with the reduction of volumes 

dedicated to primary fuel due to safety and 

operational needs, lead to an inevitable reduction 

in ship’s endurance. 

The techno-economic-environmental results of 

the proposed retrofit solution are summarized in 

Section 4, Table 7(a,b,c). 

 

 

 

Figure 2: Methanol Retrofit Tanks Layout 

 

 

In case of newbuilding no changes in the main 

dimensions of the vessels have been considered. 

The proposed solution is based on the hypothesis 

of a rearrangement of the original fuel tank area 

merged with finding spaces for methanol from the 

cargo hold n° 5 that is the closest to the engine 

room.  

 

 
Figure 3: Newbuilding Tank Layout Engine Room 

 

 

Figure 4: Newbuilding Tank Layout Cargo Area 

 

In figs 3 and 4 the yellow dashed areas represent 

the cofferdams installed for safety purposes. 

The Methanol Supply System has been located 

inside the engine room where the HFO separator 

room was originally positioned. This is possible 

ensuring the access to this area via airlock. 

The newbuilding case layout allows to obtain 

3557 m3 of methanol storage volume and an 

additional Diesel volume of about 430 m3. This 

methanol solution ensures a ship’s range similar to 

the original HFO powered vessel. 
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The main drawback of this option is the cargo 

volume reduction of about 8%. Reasoning on equal 

freeboard with the original vessel, the cargo 

reduction would be more problematic in the case of 

light cargo while it might not be impacting in the 

case of heavy cargo. 

 

4. RESULTS 

This chapter has the purpose to summarise the 

results obtained in this work. 

 Tables 7 (a,b,c) shows the comparison between 

the original HFO fuelled ship and the new solutions 

powered by methanol. It is worth mentioning that 

both solutions have been designed avoiding 

variations on ships main dimensions and that the 

costs are related only to the engine and fuel storage 

& supply system. 

 

Table 7a. Methanol Solutions Comparison Pillar 1 

 

 

Table 7b. Methanol Solutions Comparison Pillar 2 

 

Table 7c. Methanol Solutions Comparison Pillar 3 

* CapEx only related to Propulsion Equipment 

 

 

The retrofit results show that, with the purpose 

of limiting the structural changes and following 

the rule safety requirements, the storage volume 

dedicated to methanol is limited. Consequently, 

taking into account the low LHV of the alternative 

fuel, the energy stored on board and the ship’s 

endurance are considerably reduced compared to 

the original vessel. This disadvantage could be 

mitigated by a frequent bunkering given that 88 of 

the world’s largest 100 ports can supply methanol 

[24]. 

Considering the newbuilding solution, it is 

evident form table 7a that the modifications allow 

to store the same energy on board and consequently 

to reach the same endurance of the fossil powered 

ship. This is possible with a cargo reduction of 

about 8%. The loss of cargo volume may not be too 

impactful when carrying heavy loads, but more 

accurate considerations need to be made in this 

regard. 

Paying attention to GHG emissions and carbon 

footprint both IMO’s and EU’s strategy for 

decarbonisation have been considered. 

What emerged in this work is that, focussing on 

TtW emissions with the IMO’s approach, EEDI 

and CII have a limited improvement (in the order 

of -5%/-10%) with respect to the HFO fuelled ship; 

this fact is also confirmed in the literature. This 

consideration, together with the yearly increasing 

restrictive limits for IMO’s indexes, lead to 

consider methanol as a viable alternative marine 

fuel mainly for the short term.  

However, following the EU’s strategical path to 

decarbonisation thus considering WtW emissions 

methanol could be also considered as a long-term 

solution. 

With a complete overview of the emissions over 

the entire fuel chain differences arise between the 

different type of methanol production, which is not 

evident from the IMO perspective. 

Considering grey/brown methanol, total 

emissions could be equivalent or slightly higher 

compared to fossil fuels based on the different raw 

materials.  

In light of the evidence, green methanol is the 

only real option to effectively reduce GHG 

emissions in fact allows their reduction of 85% 

compared to HFO; and this is valid and unchanged 

even for a long-term analysis. 

Proceeding with the analysis of the economic 

sphere, methanol fuelled vessels, like every new 

solution or idea, need an intensive design phase 

with an accurate risk analysis and shipyards must 

cope with new demands and special features. This 

inevitably leads to an increase in CapEx in both 

retrofit and newbuilding cases but in the first the 

proportional increase is greater. This could 

Pillar 1: Technical Feasibility 

HFO Volume “Original Ship” 1700 m3 

Methanol Volume “Retrofit” -34%  

Methanol Volume “Newbuilding”  +109%  

Endurance “Original Ship” 18500 Nm 

Endurance Methanol “Retrofit” -69%  

Endurance Methanol “Newbuilding” 0%  

Cargo Volume “Original Ship” 45500 m3 

Cargo Volume Methanol “Retrofit” 0%  

Cargo Volume Methanol 

“Newbuilding” 
-8%  

Pillar 2: Environmental Feasibility 

EEDI “Original Ship” 6.70 gCO2/tNm 

EEDI “Methanol” -9%  

CII “Original Ship”  10.86 gCO2/tNm 

CII “Methanol” -4%  

WtW Emissions “Original 

Ship” 
91.5 gCO2eq/MJ 

Well to Wake Emissions 

“Green Methanol Ship” 
-85% 

 

Pillar 3: Economic Feasibility 

CapEx* “Original Ship” 1976000 EUR 

CapEx Methanol “Retrofit” +94%  

CapEx Methanol “Newbuilding” +71%  

OpEx “Original Ship” 64524000 EUR 

OpEx “Green Methanol 2020” +269%  

OpEx “Green Methanol 2030” +193%  

OpEx “Green Methanol 2050” +173%  
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probably be overcome or reduced after a series of 

newbuilding or retrofits and with the help of pilot 

projects and academic studies.  

 In the OpEx evaluation fuel costs represent the 

greater part and the high price of green methanol 

nowadays is a barrier to its expansion as alternative 

marine fuel. As mentioned above and as read in 

various papers, forecasts for the future price of bio-

methanol are optimistic: in 2050 could be halved 

[24]. 

5. CONCLUSIONS 

In this chapter a summary of what emerged 

during the drafting of this project is presented.  

This work has been focussed on finding a 

methodology that allows to evaluate the technical, 

economic and environmental feasibility of the use 

of methanol as fuel for bulk carrier vessels. 

From the technical point of view, there are 

several options to store methanol on board but here 

two of the simplest and less invasive solutions have 

been presented.  

The results show that it is not too difficult to 

convert a bulk carrier to methanol in both retrofit 

and newbuilding cases. The major difficulty is to 

find enough space for methanol tanks, due to the 

low energy content of this chemical and some 

additional safety requirements such as cofferdams. 

The liquid condition of methanol at ambient 

pressure and temperature allows an easy bunkering 

and the storage in conventional fuel tanks. 

The current common practice to store a large 

amount of DO to ensure a safe return to port, in 

case of methanol system failure, is a barrier for 

methanol fuelled vessels especially in case of 

retrofit. More projects and experience with 

different ships applications would lead to safer and 

more reliable systems for methanol and, as result, 

lower diesel storage. 

The environmental results highlight the 

importance of the strategic path to decarbonisation 

and the difference between a Tank to Wake and a 

Well to Wake approach. This aspect is really 

important because if emissions continued to be 

regulated only on a TtW basis the effectiveness of 

the methanol will be only on the short-term period. 

Considering the results on a WtW basis, 

green/bio methanol from renewable feedstocks 

appears to be the only true feasible option to reduce 

the carbon footprint. 

The methodology used in this work shows an 

overall feasibility for the use of methanol for small 

size bulk carrier with a major criticality related to 

operating costs. Additionally, the methodology 

account for the price reduction of bio methanol as 

suggested by literature; this will be possible only if 

demand from ship operators will rise at the same 

pace of the green methanol production [28].  
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Abstract
Solid oxide fuel cell (SOFC) technology offers a promising way to reduce maritime greenhouse gas (GHG) emissions.
Integration with a proton exchange membrane fuel cell (PEMFC) allows unreacted hydrogen, produced in the SOFC stack,
to be reused and increase the electrical efficiency of the system. In this study, the Cycle Tempo software is used to model
a SOFC-PEFMC combined cycle system operating on methane. The system is thermodynamically analysed to reveal the
influence of SOFC fuel utilisation, cell voltage, operating temperature and PEMFC cell voltage on the system performance.
A multivariable parametric analysis is applied to generate contour plots of net electrical efficiency and fraction of total
power produced by the PEMFC. The analysis shows that increasing the cell voltage of both the SOFC and PEMFC has a
positive influence on efficiency, whereas increasing the fuel utilisation reduces the system efficiency. Efficiencies in the
range of 50-68% can be achieved. Model assumptions for PEMFC operating parameters are verified to exert little influence
on the system efficiency, which confirms the assumption of constant values for these parameters. This study highlights the
high-efficiency potential of the combined system and the difficulties that arise from thermally integrating an SOFC with a
PEMFC.

Keywords: SOFC; PEMFC; Combined cycle system; Thermodynamic analysis.

1 INTRODUCTION

The maritime industry is responsible for roughly
three percent of global anthropogenic greenhouse
gas (GHG) emissions [1]. Therefore, the Interna-
tional Maritime Organisation (IMO) has imposed
several guidelines and regulations to achieve net-
zero GHG emissions by 2050 [2]. Solid oxide fuel
cells (SOFC) have been recognized as a promising
technology for use on board ships [3]. The SOFC
can achieve efficiencies of up to 60% in a stand-
alone configuration [4], [5], which is significantly
higher than that of conventional internal combus-
tion engines and gas turbines, as reported in [6]. In
addition, the internal reforming capabilities of the
SOFC make the system suitable for a variety of alter-
native fuels, such as methanol, ammonia, hydrogen
or (L)NG, while emitting little to no NOx and SOx
[7].

The stand-alone efficiency of an SOFC is already
high at 60% but can be further increased by reusing
the fuel and heat within the anode/cathode off-gas
streams [8], [9]. Integrating a pressurized SOFC
with a gas turbine (GT) increases the net electrical
efficiency to 70% [10]. However, direct coupling
between the SOFC and gas turbine requires match-

ing of operating points, limiting the system oper-
ating envelope and introducing significant control
challenges [11]. Another approach is the addition
of an internal combustion engine (ICE). The SOFC-
ICE combined system can theoretically achieve sim-
ilar efficiencies (∼70%), with the added benefit of
improved transient capabilities and better part-load
performance [12], [13] compared to SOFC-GT sys-
tems. However, the direct combustion of residual
fuel still generates significant amounts of emissions
such as NOx.

More recently, the combination of an SOFC and
proton exchange membrane fuel cell (PEMFC) has
surfaced as a viable alternative. This approach ben-
efits from both energy generation and hydrogen pro-
duction within the SOFC. Because the fuel utili-
sation is smaller than unity, ranging from 0.60 to
0.90, a significant amount of unreacted hydrogen is
present in the anode off-gas stream. This hydro-
gen can be used in a PEMFC to generate additional
electricity, thereby increasing the overall system ef-
ficiency [14], [15]. In addition to H2, the syngas
includes major species such as CO, CO2 and H2O.
Because the PEMFC has a limited CO tolerance, a
few parts per million (ppm) can already cause cell
performance degradation [16], this component must
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CC BY license.
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be removed from the syngas stream. The commonly
applied approaches are water gas shift (WGS), pref-
erential oxidation (PrOX) and pressure swing ad-
sorption (PSA) [6]. The combined SOFC-PEMFC
cycle system is reported to be potentially compet-
itive with other combined cycle systems in terms
of efficiency [17]. However, because this specific
system layout remains relatively unstudied, a struc-
tured review of its performance potential is lacking.
This represents the knowledge gap that this study
aims to address.

Thermodynamic analysis is an established ap-
proach to compare the efficiency of combined sys-
tem architectures with stand-alone SOFCs or be-
tween different combined cycles. However, because
most thermodynamic analyses are performed at ar-
bitrary design points, it is difficult to compare these
systems. Therefore, van Biert et al. [9] investi-
gated the thermodynamic efficiencies of four dif-
ferent solid oxide fuel cell-combined cycle system
across their entire operating envelope. The selected
systems were a steam turbine combined cycle, two
gas turbine combined cycles at ambient and elevated
pressure, and a reciprocating engine combined cy-
cle. The operating parameters, e.g., fuel utiliza-
tion, cell voltage and stack temperature are varied
to achieve more meaningful results, as the stack
operating parameters are similar for all cases inves-
tigated.

To investigate the performance potential of the
SOFC-PEMFC combined cycle system, this study
follows a similar approach, by analysing the sys-
tems’ efficiency across an operating envelope of
typical SOFC operating parameters. To the best
of the authors knowledge, this is the first time that
such a complete analysis of the SOFC-PEMFC sys-
tem performance is performed.

The proposed configuration is presented and
modeled in sections 2-3. The results of the mul-
tivariable parameter analysis are analysed and dis-
cussed in section 4. Finally, the conclusions of the
preliminary analysis are presented in section 5 and
future work is discussed in 6. This work will thus
present a basis for the comparison of the SOFC-
PEMFC combined cycle performance with other
combined cycle systems and stand-alone configu-
rations.

2 CONFIGURATION OF THE PROPOSED
SOFC-PEMFC COMBINED CYCLE

A schematic of the SOFC-PEMFC combined cy-
cle system is shown in figure 1. The system con-

sists of different modules: the SOFC subsystem, gas
cleaning equipment and PEMFC subsystem.

Figure 1: SOFC-PEMFC combined cycle system
layout

The SOFC layout is based on the configuration
reported by Riensche et al. [18]. Air is supplied
by a compressor to overcome the pressure losses
in the system and is preheated before it enters the
SOFC cathode. The fuel, in this case methane, is
compressed, preheated, and partly reformed in a
pre-reformer (PR) before it is fed to the anode side.
Within the pre-reformer, methane steam reforming
and water gas shift reactions convert methane into
hydrogen. A pre-reforming temperature of 450°C is
chosen, such that it matches the pre-reformer outlet
temperature. A pre-reform ratio of 20% is assumed,
the minimum amount as specified by a SOFC manu-
facturer [19]. The anode and cathode off-gas (AOG)
and (COG) are reused to preheat the reactant flows.
The COG is used to preheat the airflow and super-
heat the water. In contrast to the stand-alone case,
the AOG is not recirculated and burnt but is used
to directly preheat the fuel and evaporate the wa-
ter. Subsequently, the AOG is cleaned and purified
such that the remaining chemical energy contained
within the hydrogen-rich gas is converted into elec-
tricity in the PEMFC. The generated steam is used
for methane reforming and water gas shift processes.
A steam-to-carbon ratio (S/C), the ratio of moles of
steam to moles of carbon at the anode inlet, of 2.25
is assumed to prevent the formation of solid carbon
inside the SOFC [20]. The AOG is cleaned to re-
move CO, CO2, and H2O before it can be fed to the
PEMFC. CO removal is achieved in a high- and low-
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temperature water gas shift (WGS) reactor (350 and
180°C respectively) [21]. At higher temperatures,
the kinetics are faster, whereas at lower temperatures
the H2 yield is larger and the equilibrium concentra-
tion of CO is lower [6]. Because WGS alone cannot
meet the requirement of CO < 10 ppm [22], another
purification step is required to remove the remain-
ing trace CO. Various methods are available for this
purpose. However, because the identification and
analysis of the most suitable method is outside the
scope of this research, a general separator is as-
sumed. This component is modeled to remove 99.5
mole % CO2 and all the remaining CO. In the last
step, water vapor is separated from the gas flow in
a moisture separator. The purified gas flow (desig-
nated H2 in figure 2) contains a high concentration
of hydrogen and small concentrations of impurities
and water vapor. The compositions of the different
process flows shown in figures 1 and 2, are listed in
table 1.

For the PEMFC subsystem model, a simple ar-
chitecture is assumed that consists of a water-cooled
stack operating at 60°C, fed with reactant flows at
40°C. The air is compressed and preheated by resid-
ual heat in the PEMFC COG stream before entering
the cathode. The hydrogen-rich gas flow is cooled
to 40°C before being compressed, such that it can be
directly connected to the anode side. Because the
fuel utilisation in the PEMFC is lower than unity
(85% under nominal conditions), the anode off-gas
is recirculated and mixed with fresh gas at the anode
inlet. Consequently, CO2 in the anode gas stream
might accumulate in the system. While CO2 itself
is inert, the reverse WGS reaction can create CO in
such amounts (CO > 10ppm) that it can poison the
anode, thereby reducing the stack efficiency. To re-
move this CO2, a continuous purge is modeled, that
vents 20% of the anode off-gas to the environment.
This maintains the level of CO2 at the anode inlet at
such a level that the performance degradation is less
than 5% under nominal conditions [23]. Because
purging hydrogen also introduces system losses, the
chosen value of 20% represents an efficiency trade-
off.

3 METHODOLOGY

The flow-sheet program Cycle-Tempo, an in-
house software developed at TU Delft, is used for
the thermodynamic evaluation of this system. The
program contains a library of components such as
a pump, compressor, fuel cell stack, reformer, com-
bustor and heat exchangers. Combining these, a

complete fuel cell system is created. In Cycle-
Tempo, these components form a system matrix
consisting of mass and energy equations, which are
solved to determine the pressure, mass flow, tem-
perature and flow composition of each component.
The results can be used to analyse the performance
of power plants, for example, the system efficiency
and exergy analysis [24]. This modeling software
is commonly used in SOFC-based power plant re-
search [25]–[27]. The model assumptions and gov-
erning equations for the different subsystems are
given below. Cycle-Tempo employs a Gibbs free
energy minimisation routine for equilibrium calcu-
lations in the cell models.

3.1 Model assumptions

1. Pressure drops over the pipes are neglected.
2. The system operates in steady-state.
3. The fuel cell, heat exchanger and chemical re-

actor components are all assumed to be well in-
sulated. There is no heat transfer between those
components and the ambient.

4. Humidification of the PEMFC cathode is not in-
cluded.

5. 99.5 Mole % of CO2 is removed from the AOG
in the general separator.

6. 100 Mole % of CO is removed from the AOG in
the general separator.

3.2 SOFC model

The SOFC module uses the mole flow and con-
ditions (composition and temperature) at the cell
inlet to calculate the outlet mole flows and condi-
tions. The operating point of the fuel cell is defined
by specifying the power generation Pel,AC and the
cell voltage Vcell. The other parameters such as
current I and power generated by the stack Pel,DC

are calculated from the input data. These processes
are assumed to occur at constant internal pressure,
gas composition and temperature. The required fuel
mass flow at the anode inlet min

a is calculated from
the total current I , and fuel utilisation uf , according
to [25]

min
a =

IMa

2F (yinH2
+ yinCO + 4inCH4

)uf
(1)

where, yini is the anode gas concentrations at the
inlet, Ma the molar mass of the anode gas and F is
the Faraday constant. The oxygen mass flow from
the cathode to the anode mO2,c→a is also calculated
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Figure 2: Schematic of the energy inputs and outputs of the SOFC-PEMFC combined system. AOG represents
the anode off-gas of the SOFC, that is being cleaned to generate a high-purity hydrogen mixutre (H2 stream).

from the total current I,

mO2,c→a = MO2

I

4F
(2)

where MO2 is the oxygen molar mass. The cathode
mass flow is determined from the energy balance
over the fuel cell because the temperature at the
outlet is an input and the anode and cathode outlet
temperatures are assumed to be identical.

A simplified isothermal model is used for the
fuel cell, to limit the computational time and con-
vergence to acceptable levels for flow sheeting mod-
eling purposes. The fuel cell model calculates the
local processes along the direction of the flow, with
all processes occurring at a constant temperature
T . Internal profiles are obtained for the concen-
trations and current density to determine the local
reversible voltage. To calculate these profiles, the
cell is discretised in the direction of the flow such
that pressure and gas composition are assumed con-
stant in the cross-section perpendicular to the flow.
The position of the local variables along the profiles
is indicated by subscript x. The reversible, no loss,

voltage Vrev,x is calculated according to [25]:

Vrev,x = V 0
rev +

R̄T

2F
ln

y
1/2
O2,c

yH2,a

yH2O,a
× p

1/2
cell


(3)

with standard reversible voltage V 0
rev, universal gas

constant R̄, temperature T , mole fraction y and
pressure pcell. In reality, irreversibilities that oc-
cur within the cell will result in a cell voltage, Vx,
smaller than the reversible voltage. This difference
is indicated by the voltage loss ∆Vx. Because the
model assumes that the voltage losses are negligi-
ble at the electrode level in the x-direction, the cell
voltage is assumed to be constant over the fuel cell:

V = Vx = Vrev,x −∆Vx (4)

The current density in the flow direction along the
cell is:

ix =
∆Vx

Req
(5)

where Req denotes the equivalent cell resistance.
Therefore, for the entire cell, the total current I is
calculated according to:

I =
ufA

Req

∫ uf

0 dλ/(Vrev − V )
(6)

Table 1: Composition of SOFC-PEMFC system process flows

Gas stream Composition [mole %]

Methane CH4=100%
Air Ar=0.92%, CO2=0.03%, H2O=1.01%, N2=77.29%, O2=20.75%
Water H2O (l)=100%
AOG H2O=66.29% , CO2=17.72%, H2=13.72%, CO=2.26%
H2 H2O=7.29%, CO2=0.58%, H2=92.14%
SOFC exhaust Ar=0.95%, CO2=0.03%, H2O=1.05%, O2=17.98%, N2=79.99%
PEMFC exhaust Ar=0.82%, CO2=0.03%, H2O=20.93%, O2=9.26%, N2=68.96%
PEMFC purge CH4=0.12%, CO2=15.55%, H2=84.32
General separator outlet CO=0.01%, CO2=99.99%
Moisture separator outlet H2O (l)=100%
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where A is the cell area and λ is the dimensionless
reaction coordinate. The cell power can be calcu-
lated using the known current and voltage.

The system operates on pure methane, CH4, of
which 20% is bypassed to be converted externally in
an adiabatic pre-reformer. The remaining methane
is converted internally in the SOFC into a hydrogen-
rich gas. Methane reforming occurs through steam
reforming and the water gas shift reaction (Eqs. 7
and 8).

CH4 +H2O −−→←−− CO+ 3H2 (7)

CO+H2O −−→←−− H2 +CO2 (8)

The steam reforming reaction requires water, which
is vaporised by heat recovered from the SOFC ex-
haust stream.

3.3 SOFC anode off-gas cleaning model

In WGS reactors, the equilibrium water gas shift
reaction occurs (Eq. 8). The equilibrium is calcu-
lated by means of the equilibrium constant Kreact,
as a function of temperature Treact, according to

Kreact =
(∂pCO2 + y)(∂pH2 + y)

(∂pCO − y)(∂pH2O − y)
(9)

where y is the reaction coordinate of the water
gas shift reaction and ∂px is the partial pressure of
component x. The outlet temperature and gas com-
position are calculated using equilibrium, energy
and mass balances.
The flow is subsequently cooled in the moisture sep-
arator, where condensation occurs and is separated
via a separate pipe.

3.4 PEMFC model

The PEMFC module calculations followed an
approach similar to that described in Section 3.2,
for the SOFC module. Only this time, the fuel mass
flow is specified instead of the power generation.
For low-temperature fuel cells, it is assumed that
only H2 is present in the fuel and that a shift reac-
tion does not occur. Equation 2 can be rewritten as
follows:

I =
ma,in

Ma
2Fy0H2

uf (10)

The PEMFC is modeled with a cooling circuit,
which is assumed to be under environmental con-
ditions at the inlet of the pump (20°C, pamb=1.103
bar).

3.5 System analysis

The main performance metric is the net electrical
efficiency of the combined system, ηel,AC , which is
calculated as

ηel,AC =
Pel,tot − Paux

mfLHVCH4

(11)

In Equation 11, Pel,tot is the net electrical power
output of the system, calculated from the direct cur-
rent (DC) power produced by both the SOFC and
PEMFC, multiplied by the efficiency of converting
DC into AC according to:

Pel,tot = (PSOFC,DC
+ PPEMFC,DC

)ηDC/AC

(12)
In addition, Paux is defined as the total power

consumption of all auxiliary components, such as
pumps and compressors used in both the SOFC and
PEMFC systems. The net electrical efficiency is
calculated based on the lower heating value (LHV)
of methane.

An additional metric of interest is the fraction of
the total power delivered by the PEMFC, defined as

fP,PEMFC
=

PPEMFC,AC

PPEMFC,AC
+ PSOFC,AC

(13)

An overview of the operating parameters used in
this study is provided in table 2.

3.6 Model verification

Figure 2 shows a schematic overview of the en-
ergy inputs and outputs of the combined cycle sys-
tem. The SOFC and WGS reactors are integrated
because the heat of the exothermic WGS reaction is
used to evaporate the water required for the steam
reforming reaction in the SOFC system. In figure 2,
AOG stands for the anode off-gas stream and syn-
gas containing residual hydrogen. The H2 stream
represents a high-purity hydrogen stream, which is
suitable for fueling the PEMFC.

Model verification can be achieved at various
levels. In this study, the energy balance of the com-
plete system is calculated as a verification method.
The SOFC power output is set to Pel,AC = 200 kW,
with the input parameters as presented in table 2, re-
sulting in a PEMFC power output of Pel,AC = 48,29
kW. It is verified that all components assumed adi-
abatic (e.g., nodes, reactors, heat exchangers) have
zero energy losses.
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Table 2: Input parameters used for analysis of the
combined cycle system

Parameter Value

General

Heat exchanger pressure drop, ∆pHEX 0.05 [bar]
Economiser pressure drop, ∆pECO 0.5 [bar]
Isentropic efficiency compressor, ηis 0.7 [-]
Mechanical efficiency compressor, ηme 0.8 [-]
DC-AC converter efficiency, ηconverter 0.95 [-]

SOFC

Average stack temperature, Tstack,SOFC
700 [°C]

Stack inlet temperature, Tin,SOFC
Tstack,SOFC

-50 [°C]
Stack outlet temperature, Tout,SOFC

Tstack,SOFC
+50 [°C]

Anode pressure drop, ∆pan 0.03 [bar]
Cathode pressure drop, ∆pca 0.05 [bar]
Power output, PSOFC,AC

200 [kW]
Operating pressure, pSOFC 1.013 [bar]
Pre-reformer temperature, Treform 450 [°C]

Syngas cleaning

HT-WGS reaction temperature, THT−WGS 350 [°C]
LT-WGS reaction temperature, TLT−WGS 180 [°C]
Fraction of CO separated, χCO 100 [mole %]
Fraction of CO2 separated, χCO2

99.5 [mole %]

PEMFC

Average stack temperature, Tstack,PEMFC
60 [°C]

Anode pressure drop, ∆pan 0.03 [bar]
Cathode pressure drop, ∆pca 0.03 [bar]
Operating pressure, pPEMFC 1.013 [bar]
Fuel utilisation, uf 0.85 [-]
Oxygen utilisation, uox 0.5 [-]
Anode purge percentage xpurge 20 [%]

Moreover, comparing the energy inputs and out-
puts, an absolute error of 0.01 kW and a relative
error of 0.05% is observed. This is considered neg-
ligible small, such that the system is assumed to be
verified for the energy balance.

4 RESULTS

The performance of the combined SOFC-
PEMFC system is first evaluated for the nominal
operating conditions of the SOFC power output of
PSOFC = 200 kW, under nominal conditions (table 3).
This results in a methane mass flow rate of 0.00781
kg/s. The power output of the PEMFC is dependent
on the amount of H2 present in the SOFC anode
off-gas stream. For the nominal operating point, the
resulting hydrogen flow reads 0.00079 kg/s, pro-
ducing 48.29 kW of PEMFC power. The total net
power generated by the system Pel,tot = 200 + 48.29
= 248.29 kW. The net efficiency is ηel,AC = 59.7%
and the fraction of power produced by the PEMFC
is fP,PEMFC

= 0.19 [-].

4.1 Multivariable parametric analysis

The SOFC-PEMFC system is subjected to a
parametric analysis of typical SOFC and PEMFC
operating variables. For the SOFC, the cell voltage
is varied in the range 0.6-0.8 V, the fuel utilisation
in the range 0.6-0.9 [-] and the stack temperature is

between 600-900 °C; for the PEMFC, the cell volt-
age is varied in the range 0.6-0.8 V, while the stack
temperature is kept constant. The analysis is per-
formed with a finite parameter interval, the details
are provided in table 3.

Table 3: Overview of the parameters varied in the
analysis, with their respective range, interval and
nominal values.

Parameter Range Interval Nominal value

Vcell,SOFC
[V] 0.6-0.8 0.025 0.7

uf [-] 0.6-0.9 0.025 0.8
Tstack,SOFC

[°C] 600-900 50 700
Vcell,PEMFC

[V] 0.6-0.8 0.025 0.7

4.1.1 SOFC cell voltage

Figure 3a shows the contours of net electrical
efficiency and the fraction of total power delivered
by the PEMFC for various SOFC fuel utilisations
and cell voltages at a constant SOFC stack tempera-
ture of 700°C and PEMFC cell voltage of 0.7 V. At
lower fuel utilisation levels, the fuel flow increases
for a constant power output, enhancing the cool-
ing effect owing to the internal reforming process.
Therefore, less air is required to cool the stack such
that the airflow is reduced, which negatively affects
the waste thermal energy available in the cathode
off-gas. This trend is accelerated at higher cell volt-
ages because less waste heat is available owing to
the reduction in electrochemical losses in the fuel
cell. Consequently, the cathode off-gas stream does
not contain sufficient thermal energy to preheat the
cathode air stream and superheat the water stream.
Hence, the system is unable to sustain itself which
represents an invalid operating point. The entire in-
valid operating regime is indicated by the gray area
in figure 3a. Within the valid operating envelope,
the system efficiency is primarily affected by the cell
voltage, whereas it only slightly increases for a de-
crease in fuel utilisation. The electrochemical losses
in the SOFC are reduced by increasing the cell volt-
age. The required airflow is reduced by reducing the
fuel utilisation, lowering the power consumption of
the air compressors. Because the air compressor is
the primary power consumer, the net electrical ef-
ficiency of the system is increased. The fraction of
the total power produced by the PEMFC is primarily
affected by fuel utilisation as the hydrogen availabil-
ity for the PEMFC is increased for higher fuel flows.
The influence of cell voltage is less prominent. The
fPPEMFC

slightly reduces with an increase in cell
voltage because less fuel is required to achieve the
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Figure 3: Contour plots of net electrical efficiency and fraction of power delivered by the PEMFC for various
SOFC fuel utilisations, SOFC cell voltage (3a), SOFC stack temperature (3b) and PEMFC cell voltage (3c) at a
constant PEMFC stack temperature of 60°C

same power output at higher cell efficiency. The
maximum net electrical efficiency is 68.8%, for a
cell voltage of 0.8 V and fuel utilisation of 0.9 [-].
This corresponds to the minimum PEMFC power
production ratio of 0.085 [-].

4.1.2 SOFC stack temperature

Figure 3b shows contours of net electrical effi-
ciency and the fraction of total power delivered by
the PEMFC for various SOFC fuel utilisations and
SOFC stack temperatures, at a constant SOFC cell
voltage of 0.7 V and PEMFC cell voltage of 0.7
V. At uf < 0.65 [-], the cathode off-gas did not
contain sufficient thermal energy to sustain stable
operation. In this case, this trend is enhanced by
increasing the stack temperature, because less air is
required for cooling. Owing to the reduction in the
cathode mass flow, insufficient energy is available to
preheat the airflow and superheat the water. Further-

more, the invalid operating regime extends over the
entire range of uf values, for TstackSOFC

< 650°C.
At these low temperatures, the anode off-gas does
not contain sufficient thermal energy to preheat the
fuel flow and evaporate the water stream. Increas-
ing the stack operating temperature has a negligible
effect on the system efficiency and power produc-
tion ratio. Because operational conditions imposed
on the stack, such as the operating temperature and
pressure, do not affect the cell voltage, this does
not affect the stack efficiency. This behaviour de-
viates from reality, where an increase in tempera-
ture will result in decreased voltage losses and an
increased efficiency. Nonetheless, a marginal ef-
ficiency increase is observed for increasing SOFC
stack temperatures, as less cooling air is required,
reducing the auxiliary power consumption. The
fraction of total power produced by the PEMFC is
only seen to increase with a reduction in fuel util-
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isation, as more hydrogen is available to be fed to
the PEMFC. The maximum net electrical efficiency
(ηelAC

= 60.9%) is achieved for medium-low stack
temperatures (650-700°C) and low fuel utilisation
levels.

4.1.3 PEMFC cell voltage

Figure 3c displays contours of net electrical effi-
ciency and fraction of the total power produced by
the PEMFC as a function of SOFC fuel utilisation
and PEMFC cell voltage, for a constant SOFC cell
voltage of 0.7 V and SOFC stack temperature of
700°C. A fuel utilisation factor of 0.65 limits the
valid operating regime. Because the electrical ef-
ficiency is seen to increase with an increase in the
PEMFC cell voltage and a decrease in SOFC fuel
utilisation, the maximum efficiency (ηelAC

≈ 64%)
is achieved for the maximum cell voltage and mini-
mum fuel utilisation. At lower PEMFC cell voltages
(VcellPEMFC

<0.625 V), this trend is reversed. The
electrical efficiency decreases with a decrease in
fuel utilisation. This is because of the increased hy-
drogen flow to the PEMFC, which increases the
auxiliary power demand of the PEMFC system.
This trend is further enhanced by the reduction in
PEMFC efficiency with increased electrochemical
losses. Because the SOFC operating parameters are
kept constant in this case, the increase in net elec-
trical efficiency follows directly from an increase in
the PEMFC efficiency, combined with an increase
in the PEMFC power output. The fraction of total
power produced by the PEMFC primarily increases
with a reduction in fuel utilisation and only slightly
with an increase in the PEMFC cell voltage.

4.2 Sensitivity analysis

The PEMFC operating parameters that were kept
constant during the foregoing analysis are investi-
gated to analyse their influence on the system perfor-
mance. The parameters investigated are the anode
purge percentage xpurge as well as the fuel utilisa-
tion uf,PEM . The influence of these parameters on
the net electrical efficiency ηel,AC and the fraction
of power delivered by the PEMFC fPPEMFC

is pre-
sented in table 4. For every parameter, the nominal
values and variations are provided. The last two
columns provide the percentage changes according
to

Percentage change =
Xnew −Xnominal

Xnominal
× 100%

(14)

with X representing the system performance indi-
cators ηel,AC and fPPEMFC

.
Both the PEMFC purge percentage and fuel util-

isation are verified to have little influence on the
system efficiency. At xpurge=0 and uf,PEM=0.9,
the net electrical efficiency is 60.3%, which is only
slightly higher that under nominal conditions. The
influence on the PEMFC power production is larger.
As expected, the power produced by the PEMFC is
directly influenced by the fuel utilisation and purge
percentage. Nonetheless, varying these parameters
did not change the conclusions presented in this
study. Owing to the lack of physical feedback from
the PEMFC to the SOFC, the PEMFC can be op-
timised without affecting the SOFC performance.
Based on these observations, the assumed constant
parameter values are considered acceptable.

5 CONCLUSION

A thermodynamic analysis of the SOFC-PEMFC
combined cycle system is presented in this paper.
The SOFC fuel utilisation, cell voltage and oper-
ating temperature were varied in addition to the
PEMFC cell voltage. The calculated net electri-
cal efficiency ηelAC

, varies in the range of 50-68%.
The net electrical efficiency increases with SOFC
and PEMFC cell voltages as electrochemical losses
are reduced. The efficiency further increases with
a decrease in SOFC fuel utilisation, as less air is
required to cool the stack. The fraction of the total
power produced by the PEMFC is seen to decrease
with an increase in SOFC cell voltage and fuel util-
isation, as the SOFC losses are reduced and less
hydrogen is available for the PEMFC. An increase
in the PEMFC cell voltage results in an increase in
the power produced by the PEMFC. This analysis
shows the high-efficiency potential of the combined
SOFC-PEMFC system and highlights the interac-
tion between SOFC and PEMFC. The PEMFC is in-
fluenced by changing the conditions upstream in the
SOFC; however, because there is no physical feed-
back from the PEMFC to the SOFC, the PEMFC can
be optimised independently of the SOFC. The hy-
drogen purification system presented herein is based
on WGS reactors and a general separator. Details
on the specific method or approach for trace CO
and CO2 removal are not included. As the choice
of AOG post-treatment and purification method is
beyond the scope of this research, this level of detail
is deemed sufficient. However, in future research,
the model should be expanded with a more detailed
purification system to improve the credibility of the
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Table 4: Percentage change in net electrical efficiency and fraction of total power produced by the PEMFC
compared to nominal values as a function of xpurge and ufPEM

.

Parameter Nominal value Set value Percentage change ηel,AC [%] Percentage change fPPEMFC [%]

xpurge 20
0 0.754 3.063
10 0.353 1.396
30 -0.342 -1.356

uf,PEM 0.85

0.6 -1.774 -7.092
0.7 -0.944 -3.770
0.8 -0.282 -1.121
0.9 0.257 1.032

proposed setup. Figures 3(a-c) show the invalid op-
erating regimes (gray areas) to cover significant sec-
tions of the simulation matrix. This highlights the
precarious balance between increasing the SOFC
efficiency (reducing thermal losses) and retaining
sufficient waste energy in the anode/cathode off-gas
streams for preheating the different reactant flows.
This shows the trade-off that must be made between
optimising the design point efficiency and retaining
a sufficiently large operating envelope.

6 FUTURE WORK

This work presents a basis for the comparison
of the SOFC-PEMFC combined cycle with other
SOFC-based combined cycle systems and different
stand-alone SOFC system layouts. In future re-
search, the purification step should be modeled in
more detail, after which a more in-depth analysis
can be performed, such as an investigation of ex-
ergy losses in the system. Moreover, the effects of
using different alternative fuels other than methane
will also be included in the next stage of this re-
search. To do this, different fuel pre-processing
models will be developed and included within the
currently developed model. Moving forward, off-
design conditions such as part-load operation will
also be investigated to identify the operating enve-
lope and operational constraints of the system.
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Abstract 

Zero-carbon fuels are expected to catalyse the decarbonisation of the maritime industry, with hydrogen being considered 

a long-term solution. This study aimed to investigate the feasibility of using hydrogen as a secondary fuel in marine diesel 

engines. A marine four-stroke engine with a nominal power output of 10.5 MW at 500 rpm was investigated, whereas the 

hydrogen injection at the engine port was considered. A CFD model was set up in CONVERGE for both diesel and the 

diesel-hydrogen operating modes to investigate the effects of 20% hydrogen fuel fraction (by energy) on engine 

performance, emissions, and combustion characteristics. This model was validated against experimental data for the diesel 

operating mode. Based on a parametric study, the mesh characteristics were selected to compromise between the 

prediction error and the computational effort. The impact of 20% hydrogen energy fraction on the heat release rate (HRR) 

and NOx emissions is comparing with the diesel mode. The results demonstrate that despite the reduction in carbon 

emissions when using hydrogen, the NOx emissions increase by 2.5 times, whereas the lower compression ratio allows 

for engine free-knock operation. This study contributes to the identification of efficient and reliable combustion conditions 

for diesel-hydrogen dual-fuel marine engines.  

Keywords: CFD model, Hydrogen, Combustion, Marine engines, Decarbonisation.

1. INTRODUCTION 

Hydrogen, as an environmentally friendly 

fuel, has emerged as a promising long-term 

solution for achieving sustainability goals and 

advancing decarbonisation efforts within the 

maritime industry [1]. Recent empirical studies 

have provided valuable insights into the feasibility 

of hydrogen-powered engines operating under real-

world conditions [2]. These investigations 

underscore the techno-economic viability of 

adopting hydrogen-based propulsion systems, 

particularly when considering specific 

incentivisation mechanisms such as carbon 

taxation. However, the investigation of hydrogen 

combustion for marine compression ignition 

engines presents a range of challenges [3], which 

predominantly arise from the distinctive physical 

properties of hydrogen compared to conventional 

diesel fuels. 

One notable difference is the elevated auto-

ignition temperature of hydrogen, which 

necessitates the use of significantly higher 

compression ratios when employed as the primary 

fuel source [4]. Consequently, to address ignition-

related issues, a dual-fuel operational strategy has 

been proposed [11]. In this approach, a fuel with a 

higher reactivity, typically diesel, is directly 

injected to initiate combustion. Most investigations 

of dual-fuel engines have considered the direct 

injection of diesel fuel close to the top dead centre 

(TDC). Other combustion methods include 

premixed combustion involving hydrogen 

injection into the port manifold, in-cylinder diesel 

injection, and diffusion combustion, which 

includes both diesel and hydrogen in-cylinder 

direct injection [5]. The former also involves low-

pressure hydrogen injection during the 

compression stroke, whereas the latter considers 

high-pressure injection near TDC, each resulting in 

distinct effects on performance and emission 

parameters [6]. 

The literature lacks studies that examine the 

use of hydrogen in marine engines and hydrogen 

port injection in compression ignition engines. The 

latter has been identified as an attractive case for 

retrofitted marine engines and hence is expected to 

attract interest in the maritime sector [7].   

This study aims to comparatively investigate 

the impact of hydrogen use in compression ignition 

marine engines by employing CFD modelling. The 

large marine four-stroke engine operation in the 

diesel and diesel-hydrogen dual fuel (DF) modes 

was simulated to reveal the effects of hydrogen use 

on the combustion, performance, and emissions 

parameters. This study contributes to the 

identification of settings that require optimisation 

in hydrogen fuelled marine dual-fuel engines.   

2. METHODOLOGY 

This study investigated a nine-cylinder marine 

four-stroke engine with 10.5 MW nominal power. 
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The engine bore and stroke were 460  and 580 mm, 

respectively, and the compression ratio was 14:1.  

The CONVERGE CFD commercial code 

is used in this study. The methodological steps are 

illustrated in Fig. 1. The diesel mode operation, as 

well as the geometrical characteristics and settings 

of the engine, are first considered. A grid 

dependency study was conducted. The validation 

of the CFD model-derived results for the diesel 

mode is performed against datasets acquired from 

onboard experimental campaigns and 

manufacturers shop test trials. A comprehensive 

description of the data-acquisition process was 

reported by Stoumpos et al. [8]. 

The investigated case studies included baseline 

diesel mode operation (D) at a medium load. n-

Heptane fuel was directly injected into the 

cylinder. The injection pressure was 1400 bar, and 

the injection start was 6oCA BTDC. In the dual-

fuel mode (DF), hydrogen is injected into the 

intake ports, and the hydrogen-air mixture at the 

inlet valve close (IVC) is considered fully 

premixed (hence homogeneous). Diesel fuel was 

injected using the same settings as the diesel mode.  

To identify stable combustion conditions 

(knock free) in the DF mode, a set of parametric 

studies was conducted, including exhaust gas 

recirculation (EGR), diesel start of injection (SOI) 

retard, and compression ratio (CR) decrease. 

Following a parametric investigation (not reported 

herein for brevity), the CR of 11 (instead of 14 for 

the diesel mode) was identified to lead to knock-

free combustion, although it was associated with 

lower engine efficiency. This parametric 

investigation yielded the operational parameters 

shown in Fig. 2. It is worth noting that an increased 

in-cylinder temperature at the IVC (compared with 

the diesel mode) is required for effective hydrogen 

combustion. Further investigation of optimal 

conditions is required so that the engine can 

operate in both diesel and dual-fuel modes with the 

same compression ratio.  

Hydrogen requires specific storage conditions 

and is expected to occupy seven times the gross 

tank volume of conventional MGO fuels [18]. 

Considering this, along with the decarbonisation 

targets for shipping operations, it is expected that 

marine dual-fuel engines will be adopted with 

partial hydrogen fuel use. Hence, this study 

considers a 20% hydrogen energy fraction (HEF), 

defined by equation (1), to identify trade-offs 

between engine performance and emissions 

parameters. 

𝐻𝐸𝐹 =  
𝑚𝐻2

 𝐿𝐻𝑉𝐻2

(𝑚𝐷 𝐿𝐻𝑉𝐷)+(𝑚𝐻2  𝐿𝐻𝑉𝐻2)
  (1) 

 

where mD, mH2 denote the injected masses of 

diesel and hydrogen, respectively, and LHV is the 

lower heating value of these fuels.  

Lastly, comparative evaluation is conducted 

between diesel and the dual-fuel modes. 

Table 1 presents the physical properties of the 

diesel and hydrogen fuels. The high auto-ignition 

temperature of hydrogen poses challenges for its 

stable combustion in compression ignition engines.  

 

 
Figure 1. Methodology flowchart. 

 
Figure 2. Computational domain and initial conditions of 

the CFD model. 

 

Table 1. Fuel characteristics 

Property Diesel Hydrogen 

Density [kg/m3] at 20oC 847 0.083 

Flash Point [oC] 52 570 

Auto-ignition temperature 

[oC] 

300 858 

Viscosity [mPa] at 298.15 K 3.35  

Stoichiometric fuel–air ratio 0.069 0.029 

Cetane number 55 – 

Lower heating value [MJ/kg] 42.7 120 

Latent heat of 

vaporisation [kJ/kg] 

359 461 

Laminar burning 

velocity [cm/s] 

30 265–325 

2.1 Computational Domain & Grid 

Sensitivity Study 

A segment of one engine cylinder based on 

in-cylinder and diesel fuel injector (diesel jet 

deployment) symmetry was selected to reduce the 

computational cost of the model. The employed 
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computational domain is shown in Figure 2. The 

(sub)models employed to develop the CFD model 

are presented in Table 2. 

 

Table 2. Simulation models. 

Mechanisms Model 

Turbulence model RANS k-ε 

Droplet breakup model KH-RT [13]  

Spray/Wall interaction 

model 

Han [14] 

Droplets collision model Nordin [15] 

NOx mechanism Extended Zeldovich 

[16] 

Reaction mechanism - 

Diesel 

Rahimi [17] 

 

A grid sensitivity analysis was performed to 

compromise between accuracy and computational 

time. The grid characteristics are presented in 

Table 3. For all grids, adaptive mesh refinement 

was used in conjunction with fixed embedding 

within the injector area to achieve higher 

resolution. Fig. 3 shows the in-cylinder pressure 

variations for the three grids. The G-1 grid was 

selected because it led to smaller errors 

(considering the measured in-cylinder pressure).  

 

Table 3. Computational grid characteristics. 

Parameter G3 G2 G1 

Element size 

[mm] 

0.01 0.005 0.002 

Maximum 

cells number 

(at TDC) 

19242 153940 2460000 

Error at Pmax 

(%)  

2 0.8 0.3 

Solution 

duration [h] 

6 14 55 

3. RESULTS 

Fig. 4 shows the measured and derived in-

cylinder pressure and heat release variations for the 

diesel mode.  Slight deviations were observed 

between the measurements and CFD predictions. 

The estimated error for the in-cylinder peak 

pressure is approximately 1%, whereas the crank 

angle at the peak pressure exhibits an error of 6%.  

 

 
Figure 3. Derived in-cylinder pressure variations for different 

grids. 

 

Figure 5 presents the measured and derived (by 

CFD model) NO concentration at the engine 

cylinder exhaust gas for the three engine loads. 

Errors of 3%, 8%, and 10% were estimated for 

100%, 75%, and 50% loads, respectively, and the 

CFD model resulted in slight overprediction of the 

NO concentration. Furthermore, during the shop 

tests, NO was measured after the turbocharger 

turbine, whereas the simulated values 

corresponded to the cylinder at the exhaust valve 

opening, which also contributed to the deviations. 

Nevertheless, these errors are considered 

acceptable; hence, it is inferred that the CFD model 

is validated for the engine diesel mode. The 

measured data for the hydrogen fuelled mode were 

not available to further validate the CFD model. 

However, the developed model adequately 

represents the trade-offs for engine performance 

and emission parameters. 

 

Figure 4. In-cylinder pressure and HRR variations. 
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Figure 5. Measured and derived NO concentration. 

 

Previous studies [9–10] have reported that 

hydrogen exhibits enhanced flame velocity 

compared to diesel, resulting in pronounced 

knocking phenomena within the engine, 

particularly at high loads, which leads to severe 

mechanical loading.  

Fig. 6 shows the in-cylinder pressure variations 

in the diesel and DF modes. The maximum 

cylinder pressure was 136 bar and 100 bar for the 

D and DF cases, respectively, whereas the CA at 

Pmax shifted from 13.5 15.7oCA ATDC.  

Fig. 7 shows the derived heat release rate (HRR) 

for the diesel and dual-fuel modes. Owing to diesel 

dominance, the HRRs exhibited similar trends with 

some notable differences. The initial spike (3.7–

0.3oCA BTDC) is attributed to diesel premixed 

combustion. For the DF mode, the premixed 

hydrogen mixture along with the smaller injected 

diesel amount resulted in a slightly advanced start 

of combustion (SOC) at 5oCA BTDC with a lower 

rate (HRR rate slope), leading to a lower spike peak 

value.  

 
Figure 6. In-cylinder pressure variations for diesel and DF 

modes. 

Following SOC, the hydrogen-air homogenous 

mixture burns under premixed conditions (flame 

front progressing in the combustion chamber). 

Simultaneously, the prepared diesel-air fuel 

mixture burns based on the diffusion combustion 

principles. Additionally, it is evident that in the DF 

mode, the combustion process in the 20–30oCA 

ATDC evolves faster compared to the diesel mode 

(higher HRR), whereas most of the hydrogen 

(approximately 70% of the total amount) is burnt 

during this period. Notably, approximately 6% of 

the hydrogen remained unburnt.  

The hydrogen-air mixture ignition occurs by the 

flame of diesel combustion at approximately 5oCA 

ATDC, as can be observed in Fig. 11. From the 

variation in the hydrogen mass fraction (red line in 

Figure 7), the hydrogen combustion efficiency was 

estimated to be 93.7%. Between 0oCA ATDC and 

3oCA ATDC, there was an increase in the mass 

fraction of hydrogen stemming from the diesel 

combustion products. 

 
Figure 7. Heat release rates for the diesel and DF mode with 

20% HEF. (b) represents the oxygen mass fraction at 5oCA 

TDC where the hydrogen combustion initiates. 

Fig. 8 illustrates the NOx emissions in the 

diesel and dual-fuel modes. Hydrogen use requires 

a higher in-cylinder temperature to achieve 

satisfactory combustion efficiency. This leads to 

more favourable conditions for NOx formation 

(compared to the diesel mode). The temperature 

threshold for thermal NOx generation typically 

ranges between 1600 K and 1800 K. NO formation 

typically commences at 700 K. For the DF mode, a 

longer duration of residence above this temperature 

range leads to higher concentrations of thermal 

NOx. To effectively reduce NOx emissions, 

optimisation of the engine settings is required.  

However, it is evident that the use of 

hydrogen primarily focuses on CO2 reduction 

proportional to the HEF employed. The indicated 

thermal efficiency decreased from 43% in the D 

case to 41% in the DF case because of the increase 

in the heat transfer losses and CR reduction.  

Potential pathways to mitigate NOx 

formation include the use of exhaust gas 

recirculation, engine setting optimisation, or the 

use of other lean combustion concepts. 
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Figure 8. Derived NOx mass for the diesel mode and the 

DF mode with 20% HEF. 

Fig. 9 shows the in-cylinder NOx mass and 

temperature for different crank angles for the diesel 

and DF modes. As diesel is injected close to the 

TDC (6oCA BTDC) and combustion occurs, the 

NOx mass is zero as the temperature is not 

sufficiently high (>1800 K) to accommodate the 

oxidation of atmospheric nitrogen to NO and NO2. 

At 3oCA BTDC, the most volatile species of the 

diesel jet evaporated owing to the high-pressure, 

high-temperature regime.  

The latter is also observed in Fig. 10, which 

shows the in-cylinder NOx mass and temperature 

variations for the diesel and DF modes. In the DF 

mode, the in-cylinder contents remained for a 

longer period at high temperatures (prolonged 

combustion duration), thus yielding a higher NOx 

concentration.  

Fig. 11 shows the in-cylinder hydrogen mass 

fraction, which illustrates the progression of the 

hydrogen-air mixture combustion process. At 

3oCA BTDC, the hydrogen-air mixture combustion 

has not commenced, indicating that the heat release 

rate (HRR) spike (Fig. 7) is solely attributed to the 

injected diesel premixed combustion (prepared 

diesel-air mixture within the region 5–3.7oCA 

BTDC). Notably, at 5oCA ATDC, a considerable 

hydrogen fraction was noted in the near-wall 

region; this was attributed to the diesel combustion 

reactions leading to hydrogen production. The 

increased temperature in proximity to the diesel jet 

initiates hydrogen-air mixture combustion. The 

hydrogen mass fraction is considerably reduced in 

the period of 20–30oCA ATDC with the flame front 

moving, whereas the remaining diesel fuel is 

burned via a diffusion combustion approach. 

 

 
Figure 9. CFD contours of NOx concentration and in-

cylinder temperature for single and dual – fuel operation 
 

 
Figure 10. D, DF NOx emissions and temperature in-cylinder. 

Fig. 11 shows the in-cylinder hydrogen mass 

fraction, which illustrates the progression of the 

hydrogen-air mixture combustion process. At 

3oCA BTDC, the hydrogen-air mixture combustion 

has not commenced, indicating that the heat release 

rate (HRR) spike (Fig. 7) is solely attributed to the 

injected diesel premixed combustion (prepared 

diesel-air mixture within the region 5–3.7oCA 

BTDC). Notably, at 5oCA ATDC, a considerable 

hydrogen fraction was noted in the near-wall 

region; this was attributed to the diesel combustion 

reactions leading to hydrogen production. The 

increased temperature in proximity to the diesel jet 

initiates hydrogen-air mixture combustion. The 

hydrogen mass fraction is considerably reduced in 

the period  of 20–30oCA ATDC with the flame 

front moving, whereas the remaining diesel fuel is 

burned via a diffusion combustion approach. 

 

4. CONCLUSIONS 

This study employed CFD modelling to 

investigate the impact of hydrogen use in a large 

marine dual-fuel engine, considering hydrogen 

port injection and a 20% hydrogen energy fraction. 

The engine performance and emission parameters 

were compared for diesel and dual-fuel modes. The 

developed CFD model was validated using 

49



 

experimental data for the diesel mode. The study 

concluded the following. 

 
Figure 11. In-cylinder hydrogen and diesel mass fraction 

variations. 

 

▪ Maximum in-cylinder pressure reduces 

from 136 bar to 100 bar due to CR 

reduction, whereas the CA at maximum 

pressure retards from 13.5oCA TDC in 

single fuel to 15.7oCA TDC, for the diesel 

and dual-fuel modes, respectively.  

▪ The dual-fuel mode exhibits reduced 

ignition delay and a prolonged diffusion 

phase in the region 20–30oCA ATDC. 

▪ Indicated thermal efficiency reduces by 

2% as heat transfer losses increase under 

hydrogen operation. 

▪ The hydrogen combustion efficiency was 

estimated at 93.7%, which indicates that 

measures to reduce unburnt hydrogen must 

be further investigated.  

▪ NOx emissions at the dual fuel mode 

increased by 260% due to higher in-

cylinder temperature. 

▪ The HRR analysis indicated that the 

premixed hydrogen combustion took place 

along the diesel diffusion combustion in 

the range 5–40oCA ATDC. 

Future studies could focus on the optimisation 

of engine settings to accommodate contradicting 

effects and higher hydrogen energy fractions while 

maintaining knock-free conditions, minimising 

unburnt hydrogen, and reducing NOx emissions, 

thereby simultaneously providing efficiency 

improvement and emissions reduction. 
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Abstract
Methanol has emerged as a cost-effective and scalable alternative fuel for the maritime sector. However, the use of methanol
in marine engines is limited by the unknown characteristics of methanol sprays when introduced through retrofitted port
fuel injection (PFI) systems. The present study investigates the characteristics of methanol sprays under relevant conditions
for marine engines, such as low injection pressure PFI. The primary objective of this research is to advance knowledge into
key spray characteristics, including spray penetration, droplet size, atomization quality, and evaporation. The proposed
methodology evaluates the efficacy of state-of-the-art computational fluid dynamics (CFD) models in simulating PFI
marine engine spray conditions. Moreover, the study compares the performance of the Kelvin-Helmholtz (KH-RT) and
Taylor Analogy Breakup (TAB) droplet breakup models under low injection pressure conditions. The results demonstrated
that the KH-RT model does not predict any droplet breakup occurrence suggesting that the TAB model is more suitable for
the given conditions. Furthermore, the liquid penetration of the spray was observed to align with the outcomes reported
in previous experimental literature on methanol sprays. Nevertheless, the droplet sizes for low pressure injectors appear
relatively large, indicating poor spray atomization, which impedes rapid evaporation and increases the risk of wall wetting
in the inlet manifold and combustion chamber.

Keywords: Methanol; Internal Combustion Engine; Computational Fluid Dynamics; Spray Penetration; Droplet Size;
Atomization Quality; Evaporation.

1 INTRODUCTION

Increased greenhouse gas emissions from the
maritime industry contribute to climate change [1].
These emissions are mostly produced during the
combustion of fossil fuels in internal combustion
engines (ICEs) that are used for power and propul-
sion [2]. To address this issue, there is a growing
need to shift towards sustainable energy solutions,
such as electrified propulsion [3], [4]. However,
most of these energy solutions are not yet mature
enough for implementation at a scale due to their
low energy density and range limitation, therefore
enlarging the reliance on ICEs [3], [5], [6]. Hence,
to reduce emissions, leveraging alternative fuels is
urgent to decarbonize ICE-powered vessels [7], [8].

Methanol is identified as a potential alternative
fuel for the maritime sector, demonstrating scalable
production, adequate properties, and low cost [9],
[10]. Moreover, the integration of methanol in state-
of-the-art marine ICEs is achieved through different
injection strategies, namely port fuel injection (PFI)

and direct injection (DI) [9], [11]. Among these
techniques, PFI systems are commonly favored in
the maritime sector as an easy retrofitting solution
for existing natural gas and diesel engines [9], [12].
These systems introduce fuel into the engine’s in-
take manifold and are preferred because of their
affordability and simple installation process [9].

However, integrating methanol into marine ICEs
presents a significant challenge owing to its high la-
tent heat of vaporisation [9]. Compared to diesel,
methanol exhibits nearly half the lower heating
value, adding another degree of complexity to its
integration [11], [13], [14]. Consequently, longer
injection duration and increased mass quantities are
required to achieve the same power output. In ad-
dition, operation under PFI conditions is limiting
because of the unknown characteristics of methanol
sprays [9]. Therefore, a thorough understanding
of methanol’s injection and evaporation process is
crucial for comprehending its combustion charac-
teristics and emissions.

This study examines the impact of methanol PFI

@2023 Zoumpourlos et. al. published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons Attribution CC
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systems on spray characteristics and evaporation.
The methodology involves computational fluid dy-
namics (CFD) modeling, with validation from ded-
icated spray experiments under PFI conditions [15].
Moreover, the efficacy of state-of-the-art spray mod-
els was evaluated, leading to selecting of the most
appropriate droplet breakup and turbulence mod-
els. Particularly, under PFI conditions, the droplet
interactions with the surrounding ambient air differ
significantly from DI sprays. This differentiation
arises from the fact that the ambient pressure and
temperature conditions impose less intensive inter-
actions between the liquid spray and the ambient
air. Hence, using CFD, methanol spray behaviour
in PFI conditions can be studied and analyzed in
detail.

The paper is structured as follows. Section 2
provides a concise overview of the literature and
the problem related to low-pressure methanol PFI
sprays. In Section 3, the CFD numerical methodol-
ogy is described in detail. Furthermore, Section 4
presents the experimental conditions on which the
model is based, including information on the initial
and boundary conditions and the employed compu-
tational mesh. The comparison of turbulence and
breakup models, along with relevant discussions on
the performance of each model, is presented in Sec-
tion 5. Finally, Section 6 provides the conclusions
drawn from the study.

2 PROBLEM STATEMENT & RELATED
WORK

The phase transition process of methanol
presents unique thermodynamic properties, neces-
sitating an elevated amount of thermal energy for
evaporation compared to traditional fuels. This phe-
nomenon is attributable to its significantly higher la-
tent heat of vaporization: hlg,MeOH ≈ 4 ·hlg,Diesel

as reported in [9]. Considering also methanol’s
lower heating value being half that of diesel, approx-
imately eight times the amount of thermal energy is
required for complete evaporation while maintain-
ing the same power output. Experimental research
in this domain has been predominantly confined to
DI conditions, which are characterized by high am-
bient and injection pressures, along with high tem-
perature [16]–[19]. Particularly, these experimental
efforts have tried to characterize spray parameters
such as penetration length, cone angle and vapor
penetration under these conditions. Consequently,
a knowledge gap exists on the behavior of methanol
sprays at inlet manifold conditions, predominantly

characterized by near atmospheric ambient condi-
tions coupled with low injection pressures. Further
research is required to fill this gap, which would
contribute to a better understanding of the fuel-air
mixture formation process in methanol engines.

Previous research on conventional fuels demon-
strated that certain spray sub-models and boundary
conditions such as the liquid droplet breakup model,
the turbulence model [20]–[22], and the mass Rate
Of Injection (ROI) [23] significantly affect the tran-
sient response of the spray. However, under low
injection pressure, it is still unclear whether the
state-of-the-art models can accurately predict spray
penetration and droplet breakup.

A factor that is greatly affecting the breakup be-
havior of the droplets is the Weber (We) number,
which is the ratio of the aerodynamic drag force im-
posed from the ambient air onto the droplet and the
droplet surface tension force [24]:

We =
ρgu

2rd
σ

(1)

where ρg is the ambient air density, u is the droplet
velocity, rd is the droplet radius, and σ is the droplet
surface tension. Since the Weber number of low in-
jection pressure sprays is significantly lower than
in high pressure sprays, the droplet surface ten-
sion significantly impacts the liquid breakup sub-
model and, therefore, the liquid penetration [25],
[26]. Hence, this research aims to investigate the
influence of the Taylor Analogy Breakup (TAB)
model [24], which is recommended for low We-
ber number droplets in the vibrational breakup
mode [27]. Consequently, the TAB model was com-
pared with the Kelvin Helmholtz - Rayleigh Taylor
(KH-RT) model [28], which is widely adopted in DI
spray research.

3 NUMERICAL SETUP

This computational study employed the commer-
cial CONVERGE v3.0 CFD code [29], which con-
tains a framework for the numerical analysis of mul-
tiphase flow studies. The framework utilizes the
finite volume approach to solve the compressible
conservation equations of mass, momentum, and
energy, coupled with a variable time-step control
algorithm based on the Courant-Friedrichs-Lewy
(CFL) criterion [30]–[32]. The conservation of
mass, momentum, and energy are formulated ac-
cording to Equations 2, 3, and 5 respectively:

∂ρ

∂t
+

∂(ρui)

∂xi
= 0 (2)
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∂(ρui)

∂t
+

∂

∂xj
[ρuiuj + Pδij − σij ] = 0 (3)

where σ is the viscous stress tensor

σij = µ(
∂ui
∂xj

+
∂uj
∂xi

) + (µν −
2

3
µ)

∂uk
∂xk

δij (4)

∂(ρe0)

∂t
+

∂

∂xj
[ρuje0 + ujP −K

∂T

∂xj
− uiσij

−ρ
∑
m

Dmhm
∂Ym
∂xj

] = 0

(5)

where the total specific energy is e0 ≡ e+ ukuk
2 ,

ρ is the fluid density, u is the velocity in each axis,
P is the pressure, µ is the viscosity, µν is the dilata-
tional viscosity (set to zero), δij is the Kronecker
delta, T is the temperature, K is the thermal con-
ductivity, m are the species, Ym is the mass fraction
of species, Dm is the species mass diffusion coeffi-
cient, and hm is the species specific enthalpy.

Moreover, the density-based solver [30] was uti-
lized using the Pressure Implicit with Splitting of
Operators (PISO) method [33]. The fluids compris-
ing the simulation, including air and methanol, were
modeled based on the Redlich-Kwong equation of
state [34]. Finally, the simulations were run in paral-
lel utilizing the DelftBlue supercomputer [35] with
the Message Passing Interface (MPI) [36]. An ad-
vantageous feature of CONVERGE is its scalability
to many cores, resulting in a substantial acceleration
in the solution process [30].

Regarding turbulence modeling, the present
study employed the RNG and the Standard k − ϵ
turbulence models in the modeling process [37].
Those k − ϵ models are based on the Reynolds-
Averaged-Navier-Stokes (RANS) equations which
approximate the velocity field as a summation of a
mean and a fluctuating velocity (u = ū + u′). The
result of this assumption generates a turbulence in-
duced Reynolds-stress tensor in the Navier-Stokes
equations. Resolving the stress tensor leads to mod-
eling two additional transport equations accounting
for the turbulent kinetic energy (k), and the rate
of dissipation of turbulent kinetic energy (ϵ) [32],
[38]. The transport equations for k and ϵ are as
follows [30]

∂(ρk)

∂t
+
∂(ρuik)

∂xi
= τij

∂ui
∂xj

+
∂

∂xj

µ+ µt

Prk

∂k

∂xj
−ρϵ

(6)
and

∂(ρϵ)

∂t
+

∂(ρuiϵ)

∂xi
=

∂

∂xj

(
µ+ µt

Prϵ

∂ϵ

∂xj

)
+

Cϵ3ρϵ
∂ui
∂xi

+ (Cϵ1
∂ui
∂xj

τij − Cϵ2ρϵ)
ϵ

k
− ρRϵ

(7)

where ρ is the fluid density, u is the velocity in
each axis, τij is the modeled Reynolds stress, µ is
the viscosity, µt is the turbulent viscosity, Pr is the
Prandtl number, Cϵ1, Cϵ2, and Cϵ3 are turbulence
model parameters.

Additionally,

k =
1

2
ui′ui′, (8)

µt = Cµρ
k2

ϵ
, (9)

and

Rϵ =
Cµη

3(1− η/η0)

1 + βη3
ϵ2

k
(10)

where Cµ, η, η0 and β are turbulence model param-
eters. For the Standard k − ϵ model the last term
Rϵ = 0.

The Lagrangian Particle Tracking (LPT) tech-
nique was utilized for modeling the multiphase flow
through a Lagrangian-Eulerian (LE) two-way cou-
pling approach [39], [40]. The LPT technique treats
the liquid droplets as Lagrangian particles tracked
based on their position in the computational do-
main. On the contrary, the gaseous phase is treated
using an Eulerian representation, which treats the
flow parameters based on a fixed mesh grid. The
coupling between the droplets and the surrounding
gaseous medium is ensured through the exchange of
momentum, energy (heat transfer), and mass (evap-
oration) [39]. In addition, various phenomenolog-
ical sub-grid models are implemented to resolve
the physical phenomena that occur in the sub-grid
length scales [21], [39]. The sub-grid models ac-
count for a wide range of physical phenomena that
occur during the life cycle of a droplet, starting from
the initial injection from the nozzle until its com-
plete evaporation.

The injection of parcels was performed using
the Reitz and Diwakar [41] model, which assumes
the initial discrete spherical droplets (’blobs’) to be
the same size as the nozzle diameter. The droplet
breakup process was modeled using the KH-RT
model, widely used in high pressure DI sprays [28],
[42], [43]. The KH-RT model is based on two
separate mechanisms that occur during the primary
and secondary phases of the breakup of droplets.
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Kelvin-Helmholtz hydrodynamic instabilities domi-
nate the primary breakup phase, attributed to the un-
stable waves of the droplet-air interface [41]. More-
over, the secondary breakup is mainly caused by the
aerodynamic drag force between the droplets and
the air on the tip of the spray, attributed to Rayleigh-
Taylor instabilities [41]. In addition, the TAB model
was utilized, which assumes the droplet distortion
and breakup to be proportional to a spring-mass-
damper system [24]. Hence, the foundation of the
model is based upon the analogy of the following
parameters:
• Spring force ∼= Droplet surface tension
• External force ∼= Aerodynamic drag force
• Damping force ∼= Viscosity force

Consequently, droplet breakup occurs when the
external aerodynamic force surpasses the droplet’s
internal forces from surface tension and viscosity.
The two breakup models were compared and evalu-
ated based on spray penetration and breakup occur-
rence.

The spray droplets interact through collisions
and coalescence. The No Time Counter (NTC)
algorithm [44] estimated the collisions between
droplets, while the model of Post and Abraham
[45] predicted the post-collision outcome, including
bouncing, stretching, reflective separation, and co-
alescence. The droplet aerodynamic drag force was
modeled using a dynamic drag model [46]. Lastly,
the evaporation model is based on the Frossling cor-
relation, assuming a uniform temperature distribu-
tion within each individual droplet [30], [47]. The
correlation provides a link between the Reynolds
(Re) and Schmidt (Sc) numbers with the Sherwood
(Sh) number of the droplet. The Sherwood number
quantifies the mass transfer rate from the droplet
to the ambient environment playing a fundamental
role in the evaporation process. Hence, the droplet
radius rate of change is calculated as follows:

dr0
dt

= −αsprayρgD

2ρlr0
BdShd (11)

where r0 is the initial drop radius, αspray is a user-
specified scaling mass transfer coefficient, D is the
mass diffusivity, ρg and ρl are the gas and liquid den-
sities respectively, and Bd is the fraction of vapour’s
mass fraction at the drop surface to the vapour mass
fraction of the droplet. The Frossling correlation
estimates the Sherwood number (Sh) as indicated
by the following equation:

Shd = (2.0 + 0.6Red
1
2Sc

1
3 ) ln

1 +Bd

Bd
(12)

where Red is the droplet Reynolds number and
Sc is the Schmidt number of air. The numerical

models utilised in the computational study are sum-
marised in Table 1.

Table 1: Numerical models

Physical Phenomena Numerical Models
Fluid Flow Navier Stokes, density-

based solver [30]
Turbulence RNG and Standard k − ϵ

model [37]
Droplet Injection Blob model [41]
Liquid Breakup KH-RT model [28] & TAB

model [24]
Droplet Drag Force Dynamic Drag Model [46]
Droplet Collision NTC model [44]
Droplet Coalescence Post Collision Outcome

model [45]
Droplet Evaporation Frossling correlation-based

model [30]

4 PORT FUEL INJECTION CONDITION
STUDY

The employed numerical CFD study was based
on the conditions reported in the experimental
methanol PFI study by Liu, Chen, Su, et al. [15].
In their experiments, the authors utilized backlight
imaging and high-speed photography to capture the
spray morphology of methanol under low injection
pressure conditions (constant 6 bar injection pres-
sure). The study deployed a 14-hole injector with
the intention of investigating the effect of varied am-
bient and fuel temperatures and ambient pressures
on spray penetration. Based on their experimen-
tal study, Liu, Chen, Su, et al. [15] concluded that
higher ambient and fuel temperatures result in faster
evaporation time and larger penetration and cone
angle.

4.1 Computational Study Initial & Boundary
Conditions

The validation of the CFD model originates from
the reported experimental spray penetration length
under the 2 bar ambient air pressure and 25 ◦C am-
bient air temperature condition [15]. Moreover, for
the optimal performing model, a brief comparison
of the 1 bar and 2.5 bar cases was conducted to
demonstrate the robustness of the method. The se-
lection of these ambient pressure conditions was
closely related to the intake manifold conditions of
turbocharged marine engines.

Detailed information about the initial conditions
is presented in Table 2. The modeling included
assumptions about the injected mass and nozzle di-
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ameter, while the injector was modeled as a single-
nozzle. These quantities have a significant influence
on the spray structure and penetration. Therefore,
their selection was conducted through trial and error
resulting in a rational spray penetration prediction.
Moreover, the order of magnitude of the values was
in the context of automotive injection quantities and
nozzle diameters [48]–[50]. The nozzle hydraulic
characteristics were also tuned to match the experi-
mental injection pressure.

Table 2: Low pressure PFI case conditions

Item Value Unit
Ambient Pressure 2 [bar]
Injection Duration 10 [ms]
Injection Pressure 6 [bar]
Injection Quantity (Assumed) 4.67 [mg]
Ambient Temperature 25 [◦C]
Fuel Temperature 25 [◦C]
Nozzle Diameter (Assumed) 0.15 [mm]
Nozzle Discharge Coefficient 0.87 []

Figure 1: Simulation control volume

In this study, a cylindrical shaped control vol-
ume was adopted for the numerical computations
(fig. 1) with a 60mm radius and 180mm height.
The dimensions of the geometry were chosen in
accordance with the literature of CFD spray stud-
ies for marine engines [20], [21]. The boundaries of
the control volume were set as a wall-type condition
with Neumann boundary conditions for the tempera-
ture and the turbulent kinetic energy. The numerical
results considered 95% of liquid fuel mass fraction
for calculating the liquid penetration. In the experi-

ment, the liquid penetration was regarded as the ver-
tical distance between the nozzle and the identified
spray edge [15]. Moreover, the liquid penetration
definition was slightly different between experimen-
tal and numerical data. However, the error in the
comparison was sufficiently smaller than the other
induced experimental uncertainties.

4.2 Mesh Convergence Study

A coarse mesh was employed with a uniform
mesh grid having a base cell size of 4mm. The
mesh grid was refined in the spray cone region to
better resolve the flow field and the interactions be-
tween the droplets and the ambient air while keeping
the overall cell count low for faster computation. As
depicted in light green color in Fig. 1, the finer grid
area encloses the cone of the spray area where the
refinement was performed.

A grid convergence study was conducted for both
turbulence models. Five different uniform cell sizes
were tested for the spray cone area, ranging from
2mm to 0.125mm. The liquid penetration length
was monitored as the criterion for the convergence
of the CFD model. The comparison with the liquid
penetration results from the experiment showcased
that the 0.5mm grid was the most adequate for the
study, aligning with spray-mesh guidelines from the
literature [51]. Hence, the 0.5mm grid was se-
lected as the balanced trade-off for maintaining a
grid-convergent and computationally viable mesh
for the LE coupling.

Figure 2: Grid convergence study

5 RESULTS & DISCUSSION

The comparison of the turbulence models
demonstrated that the RNG k − ϵ is overpredicting
spray penetration, aligning with the recommenda-
tions from diesel spray literature [20]. Therefore,
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the Standard k− ϵ model coupled with the TAB liq-
uid breakup model yielded reasonable predictions of
the experimental liquid penetration values, account-
ing for the inherent uncertainties and unknowns in
the experimental study (fig. 3).

Figure 3: Influence of turbulence model & droplet
breakup model on spray penetration

Moreover, in fig. 4, the coupling of the TAB
model with the Standard k − ϵ turbulence model
demonstrated satisfactory predicting capabilities for
the other ambient pressures from the paper. How-
ever, accurately tuning the CFD model is impossible
due to incomplete information on the reported ex-
perimental conditions. The primary objective of
this study is to compare the droplet breakup model
rather than assess the predictive capability of the
numerical method. Therefore, the obtained com-
putational results were considered rational for the
scope of this research.

Figure 4: CFD model results for different ambient
pressure conditions

5.1 Comparison of Droplet Breakup Model

In the section, the results considering the out-
come of the droplet breakup model are demon-
strated. Since there is a significant difference in
the liquid penetration length between the TAB and
the KH-RT models, this will greatly impact the re-
sulting droplet sizes after breakup occurrence and,
thus, the evaporation rate and the mixture fraction.
Fig. 5 illustrates the Sauter Mean Diameter (SMD)1,
calculated for the entire spray structure, using each
breakup model. The results indicate that the KH-RT
model does not predict the occurrence of rational
droplet breakup since the SMD remains approxi-
mately constant.

The opposite happened for the TAB model,
demonstrating the presence of lower mean diam-
eter length scales. Consequently, the higher SMD
in the KH-RT model justifies the difference in the
liquid penetration length due to the higher momen-
tum of the larger droplets. It is also worth noting
that the KH-RT model exhibited a slight increase in
SMD due to droplet coalescence.

Figure 5: Comparison of Droplet Breakup Model
(non evaporating conditions) - SMD

5.2 Evaporating Conditions

The conditions reported in this paper include a
relatively low ambient temperature, which hinders
spray evaporation. In this section, a set of higher
ambient and fuel temperature conditions was exam-
ined to facilitate evaporation of the methanol spray
(shown in Table 3).

1The SMD is interpreted as the diameter of a drop having the same volume to surface area ratio as the entire spray [52].
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Table 3: Evaporating conditions

Item Value Unit
Ambient Temperature 100 [◦C]
Fuel Temperature 80 [◦C]

The previous study’s adopted models were used
to examine the performance of the KH-RT and TAB
breakup models under evaporating condition. As
before, the KH-RT model predicted higher liquid
penetration length (fig. 6) due to diminished droplet
breakup occurrence (fig. 7). This difference in pen-
etration length was more pronounced due to the
decreased evaporation rate of large droplets in the
KH-RT case.

Figure 6: Comparison of Droplet Breakup Model
(under evaporating conditions) - Spray Penetration

Figure 7: Comparison of Droplet Breakup Model
(under evaporating conditions) - SMD

Figure 8 illustrates a comparison of 3D droplet
diameters between the droplet breakup models. The
plot displays the individual diameters of each parti-
cle in the computational domain. The comparison
highlights the discrepancy in the SMD, with droplet
sizes ranging from 120 µm to 160 µm for the KH-
RT model. In contrast, the TAB model exhibits

smaller droplet sizes ranging from 40 µm to 80 µm
microns.

As mentioned before, the difference in the out-
come particles after droplet breakup significantly
influences the evaporation rate. Mass fraction con-
tours illustrate the extent of methanol evaporation
and mixing with the surrounding air. Fig. 10 con-
firms higher predicted mass fractions for the TAB
case, supporting the initial hypothesis of evapora-
tion prediction.

Figure 8: Droplet Diameter comparison, for t =
0.27, 2, 4.5ms - Diameter in µm.

Furthermore, fig. 9 presents the total mass of
evaporated methanol. This result emphasizes the
importance of selecting the appropriate droplet
breakup model for simulating low pressure PFI
sprays.

Figure 9: Comparison of Droplet Breakup
Model (under evaporating conditions) - Evaporated
Methanol
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Figure 10: Methanol mass fraction contours plot -
Comparison between KH-RT and TAB model, for
t = 1.5, 3.0, and 4.5ms.

Finally, examining the We number during the
initial phase of the injection is crucial. Accord-
ing to O’Rourke and Amsden [24], the critical We
number for vibrational breakup is 12. Therefore, it
is important to maintain a value below this threshold
for the TAB model’s validity. Since the liquid jet
is injected into an ambient environment with zero
initial velocity, the drag force will naturally decel-
erate the droplets, resulting in a decrease in their
We number. Consequently, the initial velocity of
the ”blobs” exiting the nozzle is the primary condi-
tion for selecting the appropriate breakup model. In
fig. 11, the visualization of the We number confirms
the rationality of choosing the TAB model.

Figure 11: Weber number in TAB model injection

6 CONCLUSIONS

This study aimed to conduct a preliminary as-
sessment of the impact of spray submodels on CFD
spray predictions. The study examined the influence
of the droplet breakup mechanism and the turbu-
lence model under low injection pressure. The KH-
RT and TAB models were compared, along with
an investigation into the performance of the RNG
and Standard k − ϵ turbulence models. The results
demonstrated a satisfactory prediction of the spray
penetration, consistent with experimental observa-
tions reported by Liu, Chen, Su, et al. [15]. This
analysis provides a valuable initial step towards se-
lecting appropriate models for maritime methanol
PFI spray simulations. Therefore, the utilization
of the TAB breakup model and the Standard k − ϵ
model provided rational predictions for PFI condi-
tions, which is in line with the previous findings
in the literature [20], [25], [26]. This simulation
step could be instrumental in shaping future studies
in marine engines encompassing predictive CFD
modeling to assess atomization quality and mini-
mize wall wetting. Moreover, this study’s predicted
droplet sizes demonstrated poor spray atomization
under low injection pressure in intake port condi-
tions. Hence, the relatively large droplets hindered
the evaporation process and increased risk of wall
wetting of the inlet manifold.

In conclusion, this study highlights the impor-
tance of investigating spray submodels for PFI con-
ditions. Understanding the specific droplet breakup
mode is crucial for selecting an appropriate model-
ing technique that accurately captures the under-
lying physics. Specifically, in low-pressure PFI
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sprays, the dominant breakup mode is characterized
by droplet vibration, which can be effectively mod-
eled using the TAB model. CFD analysis confirmed
this by observing low Weber numbers indicating
the prevalence of vibrational breakup. Additionally,
the TAB model outperformed the KH-RT model in
capturing breakup behavior under these conditions.
However, further investigation is required to assess
the limitations of the TAB model in PFI scenarios.
This investigation should consider the critical Weber
number and compare the droplet breakup regimes
predicted by each model. Specifically, the evalu-
ation should be conducted under modified droplet
breakup regimes at higher injection pressures in PFI
conditions. Lastly, appropriate experimental data,
including spray images and SMD measurements,
are necessary to sufficiently validate the proposed
modeling approach.
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putational methods for fluid dynamics. Springer,
2002, vol. 3.

[32] P. K. Kundu, I. M. Cohen, and D. R. Dowling,
Fluid mechanics. Academic press, 2015.

[33] R. I. Issa, “Solution of the implicitly discre-
tised fluid flow equations by operator-splitting,”
Journal of computational physics, vol. 62, no. 1,
pp. 40–65, 1986.

[34] A. Horvath, “Redlich-kwong equation of state:
Review for chemical engineering calculations,”
Chemical Engineering Science, vol. 29, no. 5,
pp. 1334–1340, 1974.

[35] D. H. P. C. C. (DHPC), DelftBlue Super-
computer (Phase 1), 2022. [Online]. Available:
https : / / www . tudelft . nl / dhpc / ark /

delftbluephase1.
[36] W. Gropp, E. Lusk, N. Doss, and A. Skjellum,

“A high-performance, portable implementation
of the mpi message passing interface standard,”
Parallel computing, vol. 22, no. 6, pp. 789–828,
1996.

[37] Z. Han and R. D. Reitz, “Turbulence model-
ing of internal combustion engines using rng κ-
ε models,” Combustion science and technology,
vol. 106, no. 4-6, pp. 267–295, 1995.

[38] S. B. Pope and S. B. Pope, Turbulent flows. Cam-
bridge university press, 2000.

[39] C. Baumgarten, Mixture formation in internal
combustion engines. Springer Science & Busi-
ness Media, 2006.

[40] S. Subramaniam, “Lagrangian–eulerian methods
for multiphase flows,” Progress in Energy and
Combustion Science, vol. 39, no. 2-3, pp. 215–
245, 2013.

[41] R. D. Reitz and R. Diwakar, “Structure of high-
pressure fuel sprays,” SAE transactions, pp. 492–
509, 1987.

[42] H. Li, R. Verschaeren, G. Decan, and S. Ver-
helst, “Evaluation of breakup models for marine
diesel spray simulations,” in 29th Conference on
Liquid Atomization and Spray Systems (ILASS-
Europe 2019), Centre pour la Communication
Scientifique Directe, 2020.

[43] R. D. Reitz, “Mechanism of breakup of round
liquid jets,” Encyclopedia of fluid mechanics,
vol. 10, 1986.

[44] D. P. Schmidt and C. J. Rutland, “A new droplet
collision algorithm,” Journal of Computational
Physics, vol. 164, no. 1, pp. 62–80, 2000.

[45] S. L. Post and J. Abraham, “Modeling the
outcome of drop–drop collisions in diesel
sprays,” International Journal of Multiphase
Flow, vol. 28, no. 6, pp. 997–1019, 2002.

[46] A. B. Liu, D. Mather, and R. D. Reitz, “Model-
ing the effects of drop drag and breakup on fuel
sprays,” SAE Transactions, pp. 83–95, 1993.

[47] R. Miller, K. Harstad, and J. Bellan, “Evaluation
of equilibrium and non-equilibrium evaporation
models for many-droplet gas-liquid flow simula-
tions,” International journal of multiphase flow,
vol. 24, no. 6, pp. 1025–1055, 1998.

[48] T. Lucchini, G. D’Errico, D. Ettorre, and G.
Ferrari, “Numerical investigation of non-reacting
and reacting diesel sprays in constant-volume ves-

61

https://convergecfd.com/
https://www.tudelft.nl/dhpc/ark/delftbluephase1
https://www.tudelft.nl/dhpc/ark/delftbluephase1


sels,” SAE International Journal of Fuels and Lu-
bricants, vol. 2, no. 1, pp. 966–975, 2009.

[49] Engine Combustion Network Spray-G Condi-
tions, 2023. [Online]. Available: https : / /
ecn . sandia . gov / gasoline - spray -

combustion/target-condition/spray-g-

operating-condition/.
[50] Engine Combustion Network, 2023. [Online].

Available: https://ecn.sandia.gov/.
[51] T. Lucchini, G. D’Errico, and D. Ettorre, “Numer-

ical investigation of the spray–mesh–turbulence

interactions for high-pressure, evaporating sprays
at engine conditions,” International Journal of
Heat and Fluid Flow, vol. 32, no. 1, pp. 285–297,
2011.

[52] S. McAllister, J.-Y. Chen, A. C. Fernandez-
Pello, S. McAllister, J.-Y. Chen, and A. C.
Fernandez-Pello, “Droplet evaporation and com-
bustion,” Fundamentals of Combustion Pro-
cesses, pp. 155–175, 2011.

[53] BETA CAE Systems Website, 2023. [Online].
Available: https://www.beta-cae.com/.

62

https://ecn.sandia.gov/gasoline-spray-combustion/target-condition/spray-g-operating-condition/
https://ecn.sandia.gov/gasoline-spray-combustion/target-condition/spray-g-operating-condition/
https://ecn.sandia.gov/gasoline-spray-combustion/target-condition/spray-g-operating-condition/
https://ecn.sandia.gov/gasoline-spray-combustion/target-condition/spray-g-operating-condition/
https://ecn.sandia.gov/
https://www.beta-cae.com/


PROCEEDINGS OF MOSES2023 CONFERENCE
4TH INTERNATIONAL CONFERENCE ON MODELLING AND OPTIMISATION OF SHIP ENERGY SYSTEMS

26-27 OCTOBER 2023, DELFT, NETHERLANDS

A 0D Model for the Comparative Analysis of Hydrogen Carriers
in Ship’s Integrated Energy Systems

E.S. van Rheenena,*, J.T. Paddinga, and K. Vissera

aDelft University of Technology, Delft, The Netherlands
*E.S.vanRheenen@tudelft.nl

Abstract
Hydrogen carriers are attractive alternative fuels for the shipping sectors. They are zero-emission, have high energy
densities, and are safe, available, and easy to handle. Sodium borohydride, potassium borohydride, dibenzyltoluene,
n-ethylcarbazole, and ammoniaborane are interesting hydrogen carriers, with high theoretical energy densities. The exact
energy density of these hydrogen carriers depends on the integration of heat and mass with the energy converters. This
combination defines the energy efficiency and, thus, the energy density of the system. Using a 0D model, we combined
the five carriers with two types of fuel cells (PEM and SOFC), an internal combustion engine and a gas turbine. This
resulted in 20 combinations. Despite the limitations of the 0D model and the occasional difficulty of validating input
values, this model still produces exciting findings, which are valuable for further research. For the dehydrogenation of
both dibenzyltoluene and n-ethylcarbazole, an external hydrogen burner is required if no waste heat resources from the
integrated system are available. For the borohydrides, on the other hand, energy integration is essential for reducing
cooling power. Dehydrogenation produces substantial energy, but only a fraction of this energy can be used for internal
preheating. Dehydrogenation of ammoniaborane produces less energy. Among all hydrogen carriers, both ammoniaborane
and sodium borohydride provide energy densities comparable to that of marine diesel oil. In particular, ammoniaborane
possesses a remarkably high energy density. Thus, we conclude, that hydrogen carriers are attractive alternative fuels that
deserve more attention, including their potential performance for hydrogen imports.

Keywords: Alternative fuel; Energy analysis; Hydrogen carrier; Hydrogen generation.

1 INTRODUCTION

The shipping sector, which uses oil-based fu-
els, emits 3% of global greenhouse gases [1]. Cur-
rently, the sector is not on track to reach net-zero
greenhouse gas emissions by 2050 [1], [2]. Alter-
native low- and zero-carbon fuels such as ammonia,
methanol, LNG and hydrogen, are considered as
convenient methods of reduction [3]. The diversity
of ship types makes it impossible for a single al-
ternative fuel to meet all of their requirements for
now. Ammonia and methanol are toxic. Methanol
and LNG still emit CO2 and other harmful emis-
sions, and LNG is a fossil fuel, making it unsus-
tainable. Gaseous hydrogen has a low volumet-
ric energy density and pure hydrogen is extremely
flammable. However, hydrogen is the only fuel with
zero-emission performance as it emits only water
when used. The major issues with hydrogen, the
low energy density and high flammability, can be
resolved by storing hydrogen in hydrogen carriers.
Hydrogen carriers are liquid or solid substances that
can store and release hydrogen when required. They
store hydrogen by chemically bonding it or adsorb-

ing it into their structure. Thus, no hydrogen gas
is present onboard anymore. We previously iden-
tified five hydrogen carriers that meet the before-
mentioned requirements: two liquid organic hydro-
gen carriers (LOHCs): N-ethylcarbazole (NEC) and
dibenzyltoluene (DBT) and three boron-based carri-
ers: NaBH4, KBH4, and ammoniaborane [4]. How-
ever, we only evaluated whether these hydrogen car-
riers comply with the requirements on a theoretical
level. In contrast, the energy density of these hy-
drogen carriers depends on much more than just the
theoretical energy density. Examples include pack-
ing factors, different densities depending on particle
size and energy loss in the dehydrogenation process.
Most research focuses only on LOHCs combined
with fuel cells and is not in a maritime context [5]–
[9]. Only one study, focusing on KBH4 conducted
an integration within a maritime context [10].
This study aims to obtain the practical density values
of the previously identified hydrogen carriers when
the dehydrogenation process is included. Our study
will utilize a zero-dimension integration model of
the five before-mentioned hydrogen carriers com-
bined with four different energy converters to find

@2023 van Rheenen, E. S. et al. published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons Attribution
CC BY license.
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the efficiency of the combinations. The practical
energy density of the different hydrogen carrier and
energy converter combinations follows from this ef-
ficiency. This contribution will give insight into
which hydrogen carriers should be considered as
alternative fuels in the maritime industry.

2 SELECTION OF HYDROGEN CARRIERS
AND ENERGY CONVERTERS

Table 1: Theoretical volumetric and gravimetric
energy densities of hydrogen carriers for explicit
application onboard ships[4]

Carrier MJ/kg MJ/L
Ammoniaborane 23.52 14.4
NaBH4 (hydrolysis) 25.56 27.34
KBH4 (hydrolysis) 17.76 20.78
LOHC: NEC 6.98 6.63
LOHC: DBT 7.44 7.0
MDO 29 30

We consider five different hydrogen carriers,
namely two LOHCs (DBT and NEC), two boro-
hydrides (NaBH4 and KBH4) and ammoniaborane.
These hydrogen carriers fulfil the aforementioned
requirements to a certain extent. As energy con-
verters, that is the machines that convert chemical
energy into either electrical or mechanical energy,
we consider four different types. On the one hand we
look at conventionally used energy converters such
as internal combustion engines (ICE) and gas tur-
bines (GT) and on the other hand at innovative fuel
cells, specifically solid oxide fuel cells (SOFC) and
proton exchange membrane fuel cells (PEMFC).

2.1 Hydrogen carriers

In this section, we will give a very short de-
scription of the used hydrogen carriers (of which an
overview including the energy densities can be seen
in table 1) and specific properties that are needed to
calculate the overall efficiency of a hydrogen carrier-
energy converter system, such as the energy required
for dehydrogenation. For a more thorough descrip-
tion of hydrogen carriers and the corresponding ref-
erences, as well as more detailed selection criteria,
we refer to [4].

2.1.1 LOHCs

DBT and NEC are chosen because DBT has one
of the highest energy densities of LOHCs and NEC

has a relatively low release temperature. LOHCs
release hydrogen endothermically, at elevated tem-
peratures. Equation 1 shows the general release
mechanism of LOHCs.

LOHC+ + Energy → LOHC− + H2 (1)

The exact release temperature depends on the
LOHC and the corresponding catalyst. For DBT,
the temperatures lie between 553 and 593K and, for
NEC, the temperatures lie between 453 and 523K
[8]. The dehydrogenation and decomposition tem-
peratures of DBT are similar, requiring careful heat
control and possible gaseous stream cleanup. Addi-
tionally, external heat may be required for complete
dehydrogenation. NEC has better dehydrogenation
kinetics [8], [11]. However, its spent fuel is solid
at room temperature, requiring continuous heating
until it enters the tank.

2.1.2 Borohydrides and ammoniaborane

Ammoniaborane, NaBH4, and KBH4 are solid
powders with similar chemical properties at ambient
conditions, including a high theoretical density and
hydrogen release through hydrolysis. The release of
hydrogen through hydrolysis with the borohydrides
(NaBH4 and KBH4) is very similar, taking the ex-
ample of NaBH4:

NaBH4+(2+x)H2O → 4H2+NaBO2.xH2O (2)

The reaction is exothermic; energy is released dur-
ing the dehydrogenation process and thus cooling
is required. A drawback of borohydrides is that
the spent fuel is heavier than the fuel. Because the
weight of the spent fuel depends on the exact dehy-
drogenation reaction, it is not considered here.
The dehydrogenation mechanism of ammoniabo-
rane is very similar, although it forms different prod-
ucts. Equation 3 describes the dehydrogenation re-
action.

NH3BH3 + 3H2O → 3H2 + B(OH)3 + NH3 (3)

However, next to the metaborate, the hydrolysis re-
action also produces the toxic gas ammonia. This
gas can either be burned in a heat engine, decom-
posed into N2 and H2 for use in a fuel cell or stored
on board. The final option is considered impractical
for ships because it requires a completely different,
additional, storage system, significantly reducing
the energy density of the system. This study dis-
regards the second option (cracking) due to its com-
plexity and additional space requirements. Thus, in
this study, we will work with the resulting mixture of
H2 and NH3 as input fuel for the energy converters
when using ammoniaborane.
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2.2 Energy converters

Energy converters are defined as devices that
convert chemical energy into either electrical or
mechanical energy. Ships typically use compres-
sion ignition ICEs, but these have challenges when
using hydrogen as a single fuel due to its high auto
ignition temperature. Thus, the sector is consid-
ering alternative energy converters, such as spark
ignition ICE and fuel cells. We have identified four
promising energy converters for the maritime sec-
tor: spark ignition ICEs, gas turbines (GTs), PEM-
FCs and SOFCs. Spark ignition ICEs are similar
to current engines, while GTs have been used on
ships previously due to their high power density
[12]. Both can be run on alternative fuels such as
hydrogen, and their high outlet temperatures make
them suitable for heat integration. Fuel cells have
gained attention because of their modularity and
high efficiency. PEMFCs are low-temperature fuel
cells that require pure hydrogen, whereas SOFCs
operate at much higher temperatures and are less
sensitive to poisoning. Both have high efficiencies,
but only produce electricity, so an electrical conver-
sion system is required.

3 MODEL

To assess the efficiency and thus the total energy
density of the hydrogen carrier, we constructed a
simplified 0D thermodynamic model. The electric-
ity or mechanical energy produced in the energy
converter is not converted to the same type of power
output to keep the playing field as level as possible.
Each energy converter converts energy the way they
are the most efficient.

3.1 Endothermic model

Fig. 1 shows the basic model of an endothermic-
release hydrogen carrier system. The system has an
additional heat exchanger set that uses heat from
the coolant, spent fuel, and exhaust to preheat the
LOHC. Heat from the exhaust is used for the final
preheating and dehydrogenation of the LOHC. If
more heat is required, a hydrogen burner with an ef-
ficiency of 90% is used. The hydrogen required for
the burner is tapped off before it reaches the energy
converter.

Figure 1: Simplified display of the endothermic
model. HEX stands for heat exchanger

3.2 Exothermic model

Figure 2: Simplified display of the exothermic
model. HEX stands for heat exchanger

The exothermic model has a single heat ex-
changer that also serves as the mixing chamber. The
heat exchanger is heated with the spent fuel, which
has sufficient energy and also needs to be cooled
down. Ammonia is poisonous to PEMFCs, there-
fore we do not consider this energy converter for
ammonia-borane.

3.3 Input values for model

Table 2 gives an overview of the parameters used
in the energy converter section of the model and
table 3 shows the parameters used in the dehydro-
genation reactor, preheating and mixing chamber
sections of the model.
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Table 2: Parameters of energy converters including
sources.

Parameter SI-ICE PEMFC SOFC GT
T coolant [K] 363 348 0 0
P coolant [%] 30 44.8 0 0
P effective [%] 35 42.9 48 37.5
T flue gas [K] 623* 0 1023 790
P flue gas [%] 25 0 42.1 29
P losses [%] 10 12.3 9.9 33.5
Sources [13] [14] [15] [16], [17]
With P percentages of overall
power distribution, mainly based on Sankey diagrams.
* Flue gas temperature of SI-ICE largely
fluctuates depending on operating conditions and
can range from 423 to 773K

Table 3: Parameters of hydrogen carriers

Parameter DBT NEC NaBH4 KBH4 Ammoniaborane
Hydrogen
yield per
molecule
of hydrogen
carrier [-]

9 6 4 4 3

Molecular
weight
[g/mol]

290.54 207 37.8 53.94 30.8

Heat capacity
fuel (pure)
[kJ/kgK]

1.58 1.49 2.23 1.2 2.7

Heat capacity
spent fuel (pure)
[kJ/kgK]

1.49 1.50 0.6221 1.0512* 0.7937*

Dehydrogenation
temperature [K] 573 503 333 333* 333*

Dehydrogenation
energy
[kJ/mol Fuel]

558 318 -210 -21 -220

Sources [6], [18] [19]–[21] [22]–[24] [25] [26], [27]
Values denoted with * are estimated by the authors
as no precise information was available

For the SOFC we have set the cooling to zero,
as in the model this is treated as low-temperature
cooling. SOFCs are air-cooled, at relatively high
temperatures. This cooling is called ”flue gas” in
the model. For the overall heat capacity of mixtures,
we calculate the heat capacity using the rule of mix-
tures. We assume 100% conversion. In instances
where precise or accurate data was not available,
estimated values were derived based on analogous
processes or chemical structures.
Unfortunately, sources looking at ammonia-
hydrogen dual-fuel options usually consider only
a small amount of hydrogen and can thus not be di-
rectly used. However, no alterations are considered
in terms of overall efficiencies or outlet tempera-
tures for the mixture of ammonia and hydrogen com-
pared to hydrogen only. This assumption is based on
the substantial quantity of hydrogen present in the
feed (75% mole fraction which contributes approx-
imately 70% of the total energy) and the similarity
of the efficiencies of hydrogen only and ammonia

only [15], [28].

4 RESULTS AND DISCUSSION

This section provides an overview and a discus-
sion of the results of the model. Subsection 4.1
provides a validation of the results, while subsec-
tion 4.2 gives an overview of the efficiency and
distribution of energy of the whole cycle, including
the dehydrogenation process. The hydrogen carrier
quantity necessary for a 5000kW power output and
its corresponding energy distribution are discussed
in subsection 4.3. Additionally, subsection 4.4 gives
an overview of required additional water to the sys-
tem in the case of borohydrides, depending on the
efficiency of the recycling system. Finally, subsec-
tion 4.5 gives the effective energy densities for each
of the systems, compared to MDO, and subsection
4.6 discusses the limitations of the model and pro-
vides recommendations for further research.

4.1 Validation of results
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Figure 3: Pinch analysis of heat exchangers with
DBT and ICE

To verify whether the results are physically pos-
sible, we performed a pinch analysis on each of the
total heat-exchanging systems. Fig. 3 gives an ex-
ample of such a pinch analysis. The pinch analysis
shows the hot and cold flows, their temperatures and
the amount of heat they contain. A physically pos-
sible process will never have the hot and cold flows
cross within a pinch analysis, because the hot flows
must always remain hotter than the cold flows for
heat transfer to occur. Fig. 3 confirms that this is
the case for the analyzed systems.

4.2 Energy efficiency analysis

The energy analysis, represented in Fig. 4 to 7
shows the energy distribution throughout the sys-
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tem, organised per hydrogen carrier. These figures
show the delivered power, energy in the coolant and
in the flue gases, additional energy added through a
burner and absolute or irrecoverable losses that are
unavoidable.
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Figure 4: Efficiency and heat distribution as per-
centage of total available energy for DBT

Fig. 4 shows the LOHC DBT coupled to four
different energy converters. Irrespective of the en-
ergy converter, an additional burner is always nec-
essary when using DBT as a hydrogen carrier. As
expected, the energy added through the burner is
higher for systems operating at lower temperatures.
A similar trend can be seen for NEC, (Fig. 5). How-
ever, the overall heating requirements are lower for
NEC than for DBT, therefore, the amount of energy
added through the burner is also lower. Even when
using an SOFC or GT, a burner is still necessary to
provide the heat required for the dehydrogenation
process. Despite the higher heating requirements
for DBT, the overall efficiency is still higher com-
pared to NEC, due to the higher hydrogen content
of DBT.
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Figure 5: Efficiency and heat distribution as per-
centage of total energy for NEC
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Figure 6: Efficiency and heat distribution as per-
centage of total energy for NaBH4

The hydrolysis reaction of borohydrides pro-
duces additional energy, which can be used to pre-
heat the fuel and reduce the external cooling re-
quirements. To avoid overheating, the reactor must
to be cooled constantly. It should be noted that the
total heat in the reactor for both NaBH4 and KBH4

includes the premixing, dehydrogenation and spent
fuel heat, and is reduced due to the preheating. Sec-
tion 4.3 goes into more detail on this, but it is im-
portant to consider the cooling requirement when
designing a system using borohydrides.
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Figure 7: Efficiency and heat distribution as per-
centage of total energy for KBH4

The heat produced in the reactor is percentage-
wise less for ammoniaborane, compared to the heat
produced in the coolant and the flue gases (see Fig.
8). The combination of NH3 and H2 produces more
power in an absolute sense, thus reducing the rela-
tive heat produced by the reactor. The percentage
of power that goes to useful power is significantly
higher than that of NaBH4 or KBH4.

4.3 Detailed use of heat

Figs 9 to 12 show a detailed heat and power dis-
tribution, for a similar output power (5000kW). The
resulting mass flows are listed in table 4.
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Figure 8: Efficiency and heat distribution as per-
centage of total energy for ammoniaborane
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Figure 9: Detailed distribution of heat and energy
in the whole system. Hydrogen carrier is DBT

Unused heat is often present in heat integration,
although it is undesirable. Low-temperature heat
is more difficult to use than high-temperature heat.
Preheating relies on lower-temperature heat sources
to make optimal use of these heat sources.
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Figure 10: Detailed distribution of heat and energy
in the whole system for NEC
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Figure 11: Detailed distribution of heat and energy
in the whole system. The hydrogen carrier is NaBH4

Figs 9 and 10 show the unused heat in coolants
and flue gases. Flue gas heat is the only heat avail-
able for dehydrogenation, but not all of it can be
used because it can only be cooled down to the de-
hydrogenation temperature.
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Figure 12: Detailed distribution of heat and energy
in the whole system. The hydrogen carrier is KBH4
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Figure 13: Detailed distribution of heat and energy
in the whole system. The hydrogen carrier is am-
moniaborane

Boron-based carriers yield higher power outputs.
However, as only a small fraction of the reactor’s
energy can be used for preheating, active cooling is
necessary, reducing the overall power output.
Table 4 shows the different mass flows required to
reach the 5000kW. It is clear from this table that
there is very little difference in the LOHCs, as the
different energy densities are countered by the dif-
ferent dehydrogenation requirements. Additionally,
NaBH4 requires less mass flow than KBH4, irre-
spective of the energy converter and ammoniabo-
rane requires the least mass flow, with differences
of up to 6 times less mass flow compared to the
LOHCs.

Table 4: Mass flows [kg/s] required to to reach
5000kW output

Parameter H2-ICE PEMFC SOFC GT
DBT 2.56 2.11 1.62 2.28
NEC 2.54 2.14 1.61 2.82
NaBH4 0.56 0.46 0.41 0.52
KBH4 0.78 0.65 0.58 0.74
Ammoniaborane 0.42 0.30 0.39

4.4 Additional water requirements

The hydrolysis dehydrogenation reaction re-
quires water. Theoretically, this water could be re-
cycled from the outlet of the energy converter and
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could satisfy the overall water requirements com-
pletely for all boron-based hydrogen carriers. How-
ever, as this recycling is most likely not 100%, we
examined the amount of water required for different
recycling rates. Fig. 14 shows the different recy-
cling rates. For borohydrides, it is likely that an
external pure water source is needed, because if the
recycling is less than 100%, additional water is nec-
essary. For ammoniaborane, however, this external
water source is only necessary for less than 75% of
water recycling. This is because the conversion of
hydrogen and ammonia both result in water.
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Figure 14: Effect of the water recirculation rate of
water from exhaust gases on the amount of water
that needs to be added to the system from an exter-
nal source.

4.5 Effective energy density

Fig 15 shows the effective energy density of each
fuel. The effective energy density is the amount of
effective mechanical or electrical energy that can be
taken out of 1 kg of fuel. This definition includes
the energy converter, as heat and mass integration is
necessary for the efficient use of hydrogen carriers.
Additionally, from fig. 15, we can conclude that
there is very little difference between the LOHCs
after heat integration. This suggests that the choice
of LOHC may not be as important as the efficiency
of the energy converter. Fig 15 also highlights the
high potential of NaBH4 and ammoniaborane, as
these can reach effective energy densities close to
that of MDO.

4.6 Model limitations and further research

The current model provides a simplified, but
well-founded, overview of the energy efficiency and
density of the different combinations of hydrogen
carriers and energy converters. This overview could
be improved with more specific temperature and
heat distributions of the energy converters, as well
as by looking at load factors. These parameters
largely depend on the operating conditions and the
power requirements of ships, making them differ-
ent for different ship types and different operational
profiles.
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Figure 15: Effective energy density of hydrogen
carriers compared to MDO for each of the energy
converters. Data for MDO conversion from [15],
[16]

In addition to the energy density, the power den-
sity is also important for all ships. To provide a more
complete overview, the power density of each of the
options should be evaluated. However, the technol-
ogy readiness levels of the hydrogen carriers are not
yet sufficient for this power density analysis. Be-
sides power density, other properties of hydrogen
carriers influence the possible use of fuel, such as
safety, handling, availability and costs, the latter of
which is closely related to the recycling process of
the spent fuel.
Moreover, for borohydrides, the additional weight
of the spent fuel must be considered. The spent fuel
is much heavier (up to 3.7 times) than the original
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fuel. To calculate the effective energy density re-
garding the weight and volume onboard a ship, the
weight (and volume) difference should be taken into
account.
The model can be enhanced for more detailed re-
sults. In the exothermic model, cooling of waste
heat is currently not considered, even though cool-
ing pumps will cost power. Using this waste heat
for other purposes, such as co-generation or hotel
loads can also enhance the energy efficiency of the
system, particularly for boron-based carriers. Ad-
ditionally, the cracking of ammonia could be con-
sidered. It would also add the PEMFC as an option
for ammoniaborane. The endothermic model could
be enhanced by optimizing the heat integration, as
done in [7]. They demonstrated that a burner is not
always necessary for endothermic hydrogen carri-
ers. Thus, a better heat integration in our model
would be advisable. However, all combined, the
model provides a good first overview of the possi-
bilities that hydrogen carriers and energy converters
can provide.

5 CONCLUSION

The objective of this study was to evaluate the
effective energy density of hydrogen carriers as al-
ternative fuels. We accomplished this goal by ex-
amining the efficiency of the overall energy cycle
when using alternative fuels. Our model can calcu-
late different efficiencies in a simple, yet accurate
manner, enabling us to draw conclusions on the ef-
ficiency and thus, on the practicability of hydrogen
carriers.
The model consists of two main types, as the de-
hydrogenation process can be either endothermal or
exothermal. However, this dehydrogenation process
always requires either energy (in the form of heat) or
mass (e.g. water). To determine the overall energy
density of the system., we built a thermodynamic
0D model which integrates the heat and mass flows
of the system. This model provided a first indication
of the overall energy densities of five hydrogen car-
riers combined with four energy converters, which
are as follows.
First, the high efficiency of the SOFC makes it a
compelling energy converter, independent of the al-
ternative fuel source. Of the hydrogen carriers, the
following have the highest energy densities: NaBH4

and ammoniaborane. Without taking the spent fuel
into account, these energy densities are close to (and
may in some cases, even surpass) the energy density
of diesel. Although both LOHCs have lower energy

densities, other characteristics may still make them
interesting. KBH4, on the other hand, is not as
favourable as NaBH4.
Our study highlights the importance of heat and
mass integration of hydrogen carriers and energy
converters for the overall energy density. Although
the 0D model only provides estimates, it shows in-
teresting findings, which should be investigated in
more detail in future research. Hydrogen carriers
can achieve overall energy efficiencies similar to
those of conventional fuels, thereby considerably
enhancing the attractiveness of more sustainable op-
tions.
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Abstract 

Under adverse sea conditions, propeller ventilation caused by in-and-out water can decrease the reliability of 

the ship power grid and the lifespan of the propulsion shaft system. Predicting the development of propeller 

ventilation severity while identifying it can contribute to improving propeller ventilation control. In this study, 

the eXtreme Gradient Boosting (XGBoost) algorithm combined with a ship dynamics/control model is 

proposed as a propeller ventilation identification and prediction method. Meanwhile, the Pelican optimization 

algorithm (POA), particle swarm optimization (PSO), and genetic algorithm (GA) are applied to determine the 

optimal hyperparameters of the XGBoost algorithm. The results indicate that the method can effectively 

identify the current propeller ventilation state and predict whether a full ventilation state will occur after 

experiencing a partial propeller ventilation state. The comparison results indicate that the POA has a better 

optimization effect on the XGBoost algorithm for propeller ventilation identification and prediction. The 

method proposed in this study provides crucial technical support for the effective switching of propulsion 

control strategies for ship electric propulsion systems under adverse sea conditions. 

Keywords: Adverse sea condition, Propeller ventilation, Propulsion control switching strategy, POA-XGBoost model, 

Propeller ventilation identification and prediction method. 

 

1. INTRODUCTION 

Under adverse sea conditions, the dynamic 

behavior of the propeller in waves causes 

fluctuations in the ship-integrated power system. In 

particular, propeller ventilation caused by frequent 

in-and-out-of-water movements leads to 

fluctuations as high as 80–100% of the rated load 

[1]. Propeller ventilation can not only accelerate 

the wear and tear of the ship’s propulsion 

equipment but also lead to significant fluctuations 

in the voltage and frequency of the shipboard 

power network caused by an imbalance between 

the "source" and "load" power [2]. Severe 

fluctuations in the shipboard power network can 

adversely affect the operational performance and 

efficiency of electrical equipment and even lead to 

accidents where the entire ship loses power. To 

solve this issue, Smogeli et al. [3] proposed an anti-

spin control strategy that can switch between 

adverse sea conditions and normal conditions for 

propulsion control strategies. This switch was 

based on the propeller ventilation state identified 

by the ventilation identification module. Without 

considering the predicted development of 

ventilation severity, ineffective propulsion control 

strategy switching may occur. Therefore, 

predicting the severity of ventilation while 

identifying it is important for ensuring the safety 

and stability of ship operations. 

Machine Learning (ML) algorithms have been 

widely applied in the identification of propeller 

ventilation in recent years. Califano et al. [4] and 

Luca Savio et al. [5] adopted a support vector 

machine and a single Kalman filter to identify 

whether propeller ventilation occurred, both of 

which have achieved high identification accuracy. 

Gao et al. [6] and Zhang et al. [7] proposed 

adopting an evidence reasoning rule based on the 

Adaboost. ML and maximum likelihood evidential 

reasoning rule to identify the partial ventilation 

state. This is a transitional state between the non-

ventilated and fully ventilated states. However, 

there are some limitations to the existing methods. 

They can only identify the current propeller 

ventilation state as the moment for switching 

propulsion control strategies without considering 

whether a full ventilation state will occur after 

experiencing the partial propeller ventilation state. 

If the propeller does not fully transition from a 

partial ventilation state to a full ventilation state, it 

quickly returns to the non-ventilation state. This 

can result in the frequent and ineffective switching 

of propulsion control strategies under adverse sea 

conditions. The propeller may return to the non-
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ventilation state before completing the switch to 

the propulsion control strategy, or it immediately 

needs to switch back to the normal condition 

control strategy after completing the switch to the 

adverse sea condition control strategy. The method 

proposed in this study can identify the current 

propeller ventilation state and predict whether a 

full ventilation state will occur after experiencing 

the partial propeller ventilation state. The 

propulsion control strategy is switched only when 

the full ventilation state is predicted, resulting in a 

reduction in ineffective switching of propulsion 

control strategies. 

To address the aforementioned issues, this study 

proposes predicting the severity of ventilation 

development and identifying it to enhance the 

control of propeller ventilation. If the propeller 

reached the full ventilation state, the propulsion 

control strategy was switched. If it does not, it does 

not switch. Propeller ventilation identification and 

prediction are classification problems. Currently, 

the main algorithms used for classification include 

KNN, neural networks, SVM, and decision trees. 

The XGBoost algorithm proposed by Chen [8] is 

based on the CART regression tree and belongs to 

the boosting ensemble learning method. By 

incorporating L2 regularization terms and second-

order derivatives into the objective function of the 

gradient augmented decision tree, the ability to 

generalize and avoid overfitting of XGBoost is 

improved. The XGBoost algorithm has an 

excellent ability to handle large-scale data. The 

comparison results of the KNN, BP neural network, 

SVM, and XGBoost on the problem of propeller 

ventilation identification and prediction by the 

author indicate that XGBoost achieves better 

performance. However, the XGBoost algorithm 

without parameter optimization has a low degree of 

fit with the existing dataset, which leads to its poor 

generalization performance and adaptability [9]. 

Therefore, this study adopts POA, PSO, and GA to 

optimize the hyperparameters of XGBoost. 

This paper is organized as follows. In Section 2, 

the ship dynamics/control model is developed to 

simulate the dynamic response of a ship propulsion 

system under adverse sea conditions of different 

wind and wave conditions. In Section 3, the current 

and speed signals of the propulsion motor are 

collected, and their characteristics are extracted for 

training the POA-XGBoost, PSO-XGBoost, and 

GA-XGBoost algorithms. These algorithms were 

designed to accurately identify and predict the 

propeller ventilation. Section 4 focuses on the 

identification and prediction performance of the 

model. Finally, the conclusions and 

recommendations for future research are presented 

in Section 5. 

2. SHIP DYNAMICS/CONTROL MODEL 

To simulate the dynamic characteristics of ship 

electric propulsion systems under adverse sea 

conditions, an integrated simulation model 

including a mechanical module, electrical module, 

and hydrodynamic module is introduced in this 

section, as shown in Fig. 1. The integrated 

simulation model is mainly categorized into three 

main subsystems: electrical propulsion system, the 

3 DOF (degree of freedom) motion system, and the 

sea state interference system. The electrical 

propulsion system includes a propulsion motor, 

propulsion controller, and propeller models. The 3 

DOF motion system can calculate the ship heading 

angle and speed according to the interaction 

between the thrust generated by the propeller, pod 

angle, and external interference of wind and waves. 

The sea state interference system, which includes 

the first-order wave force model, second-order 

wave force model, wind force model, and in-and-

out-of-water model, was used to simulate the 

external environmental interference of ships under 

adverse sea conditions.  

 
Figure 1: block diagram of the integrated simulation model structure

74



2.1 Electric propulsion system 

2.1.1 The propulsion motor model 

Because the electrical time constant is much 

smaller than the mechanical time constant in an 

electric propulsion system, the first-order equation 

in. Equation (1) is used to simplify the motor 

dynamic equation [10]. 

 ( )
1m

c m

m

dQ
Q Q

dt T
=  −  (1) 

where Qc is the target torque provided by the 

controller, Qm is the output torque of the propulsion 

motor, Tm is the time constant of the motor. 

The torque balance equation between the 

propeller and the propulsion motor can be 

simplified using (2). 

 s m p

d
I Q Q k

dt



 = − −   (2) 

where Is is the moment of inertia, kω is the 

friction coefficient of the transmission shaft, ω is 

the propeller angular velocity, Qp is the propeller 

torque. 

2.1.2 Propeller model 

When determining the geometric parameters of 

a fixed-pitch propeller, the torque and thrust 

coefficients of the propeller are dependent only on 

the advance coefficient. The torque and thrust of 

the propeller are expressed by (3). 
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where Tp is the propeller thrust; KQ and KT 

represent the propeller torque coefficient and the 

propeller thrust coefficient, respectively; βQ and βT 

represent the torque loss coefficient and the loss 

thrust coefficient, respectively, which are used to 

characterize the variation of propeller torque and 

thrust with propeller submergence; ρw is the water 

density; n and D represent the revolution speed and 

the diameter of the propeller, respectively. 

The goal of ship propulsion control is to 

maintain the stability of a ship’s velocity. A motor 

speed control strategy was adopted in this study.  

2.2 3 DOF ship motion system 

 
Figure 2: ship motion coordinate system [11] 

As shown in Fig. 2, a ship motion coordinate 

system [11], which includes the earth-fixed 

coordinate system O-ξηζ, the body-fixed 

coordinate system G-xyz and the motion coordinate 

system G-x’y’z’,’ is developed to explore the 

effects of wind and waves on ship forces in adverse 

sea conditions. 

In this study, it was assumed that the forces 

generated by the wind and waves on the ship were 

in the same direction. The ship sails against wind 

and waves under adverse sea conditions. Therefore, 

only surge, heave, and pitch motions were 

considered in this study, whereas sway, roll, and 

yaw motions were ignored. 

According to the separation concept of MMG 

school [12], surge motion can be expressed by (4). 

 ( )11 H P A W

du
m m q w X X X X

dt

 
+  +  = + + + 

 
 (4) 

where m and 
11m  are the mass of the ship and the 

added mass of the entrained water in the 

longitudinal direction, respectively, u is the ship 

longitudinal velocity, w is the ship vertical 

velocity, q is the angular speed of the pitch motion. 

The subscripts H, P, A and W represent the external 

forces and moments contributed by the hull, pod 

thruster, wind, and waves, respectively. 

According to [13], a simplified response 

equation derived from a semi-analytical approach 

was proposed by Jørgen Juncher Jense et al. to 

calculate the pitch and heave motion of monohull 

ships induced by waves, which can be expressed by 

(5). 
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where θ is  ship trim angle, B is breadth, d is 

draught, L is length, 2k  =  is the wave number, 

λ is the wave length, Vs is the ship velocity, χw is the 

relative wave direction that is taken as π when 

moving against the waves, Z is the vertical force, 

M is the longitudinal moment, A is the sectional 

hydrodynamic damping, which can be modelled by 

the dimensionless ratio between the incoming and 

diffracted wave amplitudes [14]. 

2.3 Sea state interference system 

2.3.1 Wind force model 

As recorded in [15], the force and moments 

generated by the wind usually have a significant 

impact on the surge, sway, and yaw motions of 

ships on the horizontal plane, with little impact on 

the heave, pitch, and roll motions. Therefore, only 

the longitudinal force generated by the wind was 
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considered in this study, which can be calculated 

using the steady velocity of the ship. 

 ( )21 2A A A XA A XX U C A =      (6) 

where ρA is the air density, UA is the relative 

wind speed, CXA is the longitudinal wind 

coefficient, χA is the relative wind direction, AX is 

the projected frontal area of the ship above water. 

2.3.2 First-order waves force model 

The Froude-Krenov hypothesis states that the 

pressure distribution in regular waves is not 

influenced by the presence of ships [13]. The first-

order wave force generated by regular waves can 

be expressed by (7) by considering the ship to be a 

hexahedron. 
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where χw is the relative wave direction, ha is the 

amplitude of the wave, k is the wave number, λ is 

the wavelength, ωe is the frequency of encounter, 

ke is the effective wave number, κ is the Smith 

correction coefficient. 

2.3.3 Second-order waves force model 

According to [15], the second-order wave force 

has a significant impact on ship surge motion, with 

little impact on heave and pitch motions. The 

longitudinal force generated by second-order 

waves can be expressed as (8). 

 ( ) ( )2 2 2

1 3 , ,W w XW v WX g H B L C U T =      (8) 

where g is the gravity acceleration, H1/3 is the 

significant wave, approximately 1.6 times the 

average wave height, Tv is the averaged wave 

period, CXW is the longitudinal second-order force 

coefficient. 

2.3.4 In-and-out-of-water model 

Under adverse sea conditions, the loss of thrust 

and torque in the propeller caused by the in- and 

out-of-water effects can be expressed by the thrust 

loss factor and torque loss factor, respectively. 

Equation (9) was used to calculate the thrust loss 

factor.  
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(9) 

Where, h is the propeller submergence; R 

represents the radius of propeller. 

The torque loss factor can be expressed as the 

thrust loss factor, as shown in (10). 

 ( )
m

Q T =  (10) 

Where, m is a coefficient with the value of 0.85 

in this paper. 

2.3.5 Propeller wake fluctuation model 

The inflow velocity of the propeller 

continuously fluctuates under the combined 

influence of ship speed, maneuvering, and waves 

[16]. This study comprehensively considers the 

influence of the ship maneuvering motion on the 

average inflow velocity of the propeller and the 

influence of regular waves on the oscillation inflow 

velocity of the propeller. The inflow velocity of the 

propeller is expressed as (11). 
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where xp and zp represent the longitudinal and 

vertical positions of the propeller, respectively, in 

the ship-fixed coordinate system. 

2.4 Model validation 

Because the ship dynamic/control model is used 

to simulate the dynamic response of the ship 

propulsion system, the simulation accuracy must 

be validated.  

By comparing the experimental results obtained 

from the propeller model test in the deep-water 

towing tank of the benchmark cruise ship, the 

accuracy of the ship surge motion model was 

validated, as shown in Fig. 3. 
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Figure 3: Validation of ship surge motion model 

According to the data from the ship seakeeping 

test recorded in [17], the ship pitch motion, heave 

motion, and first-order wave models were validated, 

as shown in Fig. 4. 

 
(a) Double significant amplitude of cruise motion 

response in head wave (sea state 4) 

 
(b) Double significant amplitude of cruise motion 

response in the head wave (sea state 6) 

Figure 4: Validation of pitch motion, heave motion and 

first-order waves models 

To simulate the longitudinal forces caused by the 

wind and second-order wave forces, the 

longitudinal and second-order wave force 

coefficients are shown in Figure 5. Note that the 

coefficients recorded in [15] were directly used in 

this study. The uncertainties caused by directly 

using these coefficients for the cruise ship are 

assumed to be acceptable for the following reasons: 

first, both ships are cruise ships with similar hull 

shapes; second, the longitudinal wind and second-

order wave force coefficients are nondimensional. 

 
(a) Longitudinal wind force coefficient 

 
(b) Longitudinal second-order waves force coefficient 

Figure 5: Wind and second-order waves force 

coefficients 

3. THE PROPELLER VENTILATION 

IDENTIFICATION AND PREDICTION 

METHOD BASED ON XGBOOST  

3.1 Design of the ventilation identification 

and prediction model 

There are challenges in directly measuring the 

changes in propeller performance parameters under 

adverse sea conditions. Because the propulsion 

motor is directly connected to the propeller, its 

state parameters of the propulsion motor can be 

used for propeller ventilation identification and 

prediction.  

 
Figure 6: Block diagram of the identification and prediction method 
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Wang et al. [18] used propulsion torque data to 

train a model for identifying propeller ventilation, 

while Zhang [7] incorporated both propulsion 

torque and speed data. The parameters of the 

propulsion motor can be divided into electrical and 

mechanical parameters. Comprehensively 

considering both the electrical and mechanical 

parameters may result in better performance. Gao 

[6] utilized the propulsion torque data and the root 

mean square value of the electric current. However, 

to a certain extent, the electric current of the motor 

varies with torque. In other words, they exhibited 

the same change trend. Therefore, the electrical and 

mechanical parameters of the propulsion motor 

were selected in this study, specifically, the root 

mean square of the current and speed signals. 

The design process of the propeller ventilation 

identification and prediction model is illustrated in 

Fig. 6. The dynamics/control model is introduced 

in Section 2. First, in the simulation model, the ship 

velocity was set to 6 kn. The operational 

parameters of the ship propulsion motor under 32 

different wind and wave conditions were obtained 

by adjusting the wind and wave parameters, such 

as the wind speed, wave period, and significant 

wave height, as presented in Table 1. The wind 

speed can be set to 19.0 m/s and 21.0 m/s. The 

wave period can be set to 9.0 s, 11.0 s, 13.0 s and 

15.0 s. The significant wave height can be set to 4.5 

m, 5.0 s, 5.5 m and 6.0 m. Then, 32 different 

conditions can be obtained by cross combining the 

values of above parameters. The propulsion motor 

parameters include the motor speed, rate of change 

of the motor speed, root mean square of the motor 

current, and rate of change of the root mean square 

of the motor current. Second, according to the 

maximum ventilation level that the propeller can 

develop, 32 sets of simulation results were divided 

into three categories. Different propeller 

ventilation states are set for the three categories, 

which are introduced in Section 3.2. Then, the 32 

sets of simulation results were divided into training 

data and verification data, among which the 

training data were further divided into training and 

test samples. Training data were used to train and 

test the learning and prediction performance of the 

intelligent algorithm. Verification data were used 

to demonstrate the generalization ability of the 

trained intelligent algorithm. Finally, POA-

XGBoost, PSO-XGBoost, and GA-XGBoost are 

developed to achieve a function that can identify 

the current ventilation state and predict the 

development of ventilation severity. POA, PSO, 

and GA were used to select the optimal 

hyperparameters of the XGBoost algorithm. 

Table 1. Input parameters and applications of the 32 

sets of data. 

NO. Wind 

speed 

(m/s) 

Wave 

period 

(s) 

Significant 

wave height 

(m) 

Application 

1 19.0 9.0 4.5 Training  

2 5.0 Training 

3 5.5 Training 

4 6.0 Training 

5 11.0 4.5 Test 

6 5.0 Training 

7 5.5 Training 

8 6.0 Training 

9 13.0 4.5 Training  

10 5.0 Training 

11 5.5 Training 

12 6.0 Training 

13 15.0 4.5 Training  

14 5.0 Training 

15 5.5 Training 

16 6.0 Training 

17 21.0 9.0 4.5 Training  

18 5.0 Training 

19 5.5 Training 

20 6.0 Training 

21 11.0 4.5 Training  

22 5.0 Training 

23 5.5 Training 

24 6.0 Training 

25 13.0 4.5 Training  

26 5.0 Test 

27 5.5 Training 

28 6.0 Training 

29 15.0 4.5 Training  

30 5.0 Training 

31 5.5 Test 

32 6.0 Training 

 

3.2 Data classification and ventilation state 

The method of setting different propeller 

ventilation states for different categories proposed 

by the author in [19] will be used again in this study. 

According to the maximum ventilation level 

that the propeller can develop, 32 sets of simulation 

results were divided into three categories. Category 

1 indicates the occurrence of full ventilation. 

Category 2 indicates that the maximum ventilation 

level within a wave period corresponds to a partial 

ventilation. Category 3 indicated that ventilation 

did not occur.  

Different propeller ventilation states were set 

for different categories. State 1 indicates that the 

propeller is in a nonventilated state. State 2 

indicates that the propeller is currently in a partial 

ventilation state, and the full ventilation state is 

predicted to occur immediately. State 3 indicates 

that the propeller is in a fully ventilated state. State 

4 indicates that the propeller is currently in the 

partial ventilation state; however, the full 

ventilation state is predicted not to occur 

immediately. 
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(a) Category 1 (b) Category 2 (c) Category 3 

Figure 7: Different propeller ventilation states 

setting based on different categories [19]  

3.3 Hyperparameters optimization of 

XGBoost 

3.3.1 Pelican optimization algorithm 

The POA developed by Pavel Trojovský [20] in 

2020 is a random heuristic algorithm. The POA 

simulates the behavior and strategies of pelicans 

during hunting and is divided into two stages: 

moving towards prey and winging on the water 

surface. In the stage of moving towards prey, the 

pelicans determine the position of the prey and then 

move towards the determined area. It is worth 

mentioning that the position of the prey is 

randomly generated in the search space, leading to 

an increase in the exploration ability of the POA in 

the exact search of the problem-solving space. In 

the stage of winging on the water surface, after 

reaching the surface of the water, the pelicans 

spread their wings to move the fish upward and 

then collected prey in their throat pouch. This 

behavior can lead to more prey being caught in the 

attacked space. A POA can increase its local search 

capability by simulating its behavior. POA has 

better global search ability and best local area 

recognition ability in engineering problems, which 

has been proven in several reports [21], [22]. 

3.3.2 Particle swarm optimization 

The PSO, developed by Eberhart and Kennedy 

[23] in 1995, is an evolutionary computation. PSO 

is a simplified model established using swarm 

intelligence, which was initially inspired by the 

regularity of bird clustering activities. The PSO 

simulates the sharing of information among 

individuals in an animal population. This process 

leads to an evolutionary progression from disorder 

to order in the problem-solving space, ultimately 

resulting in identification of the optimal solution.  

3.3.3 Genetic algorithm 

The GA, proposed by Holland in 1973 [24], is a 

modern intelligent algorithm that draws inspiration 

from Darwin's theory of evolution and Mendel's 

theory of genetics. The aim is to simulate the 

survival of the fittest and natural genetic 

mechanisms observed in the biological world. The 

GA transforms practical problems into 

evolutionary problems by starting with an initial 

population and generating new populations 

through repeated genetic operations of selection, 

crossover, and mutation until the termination 

conditions are met. Because of its advantages of 

good robustness, strong global optimization ability, 

and no limitations on derivatives and function 

continuity, GA is often adopted in the field of 

objective optimization. 

3.3.4 XGBoost algorithm 

The prediction model of XGBoost can be 

expressed by (12). 

 ( )
1

ˆ ,
K

i t i tt
y f x f F

=
=   (12) 

where xi represents the i-th input sample, �̂�𝑖 is 

the predicted value of the i-th sample, ft represents 

the t-th decision tree, F is the set of all regression 

trees. 

The objective function of the XGBoost 

algorithm consists of a loss function and 

regularization, which can be expressed as (13). 
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where yi represents the true value of the i-th 

sample, ( )
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  is the regularization function, which 

can be specifically represented by (14). 

 ( ) 2

1

1

2

T

i jj
f T  

=
 =  +   (14) 

where T is the number of leaf nodes in the 

decision tree, ω represents the leaf node output 

score of each decision tree, λ is the coefficient of 

the leaf node, γ is the punish regularization term for 

the leaf weights. 

In the XGBoost algorithm, the error generated 

by the model combined with the previous (t-1) trees 

is used as a reference to build the t-th tree, leading 

to a decrease in the value of the loss function. 

Therefore, the objective function can be rewritten 

as (15): 
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Figure 8: Propeller ventilation identification and prediction process 
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represent the first- and second-order derivatives of 

the objective function, respectively. 

When the tree structure is determined, the 

optimal weight is obtained by setting its first-order 

derivative to 0.  
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The optimized objective function can be 

obtained by substituting the optimal weight 

expressed in Equation (16) into the objective 

function. 
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( ) i iI i q x j= =  are the sample sets that falls into 

leaf node j.  

3.3.5 POA- XGBoost, PSO- XGBoost, and 

GA- XGBoost 

The 32 sets of data were divided into training 

and test datasets. Meanwhile, the 32 sets of data 

were divided into three categories. Therefore, three 

sets of data, including one set from each category, 

were selected as test data, whereas the remaining 

29 sets of data were selected as training data. 

Table 2. Hyperparameters to be optimized. 

Hyperparameter Meaning 

max_depth Maximum depth of trees 

min_child_weight Minimum sum of the instance 

weights contained in child nodes 

n_estimators Number of boosted trees 

alpha Regular term of weight L1 

lambda Regular term of weight L2 

gamma Minimum loss reduction 

required to make a further 

partition 

subsample Sampling rate of training 

samples 

colsample_bytree Column sampling rate of 

features when building each tree 

 

In this study, POA, PSO, and GA were selected 

to adjust the hyperparameters of the XGBoost 

algorithm. The baseline algorithm for propeller 

ventilation identification and prediction was 

XGBoost, whereas the POA, PSO, and GA were 

used to search for the optimal hyperparameters of 

the Xgboost algorithm. The hyperparameters that 

need to be optimized are listed in Table 2, which 

include max_depth, min_child_weight, 

n_estimators, alpha, lambda, gamma, subsample, 

and colsample_bytree.  

The modeling process of the propeller 

ventilation identification and prediction model 
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based on POA-Xgboost, PSO-Xgboost, and GA-

Xgboost is shown in Fig. 8. POA, PSO, and GA are 

used to optimize the XGBoost algorithm to find the 

hyperparameters that can maximize the 

classification performance of the XGBoost 

algorithm. The classification error of the XGBoost 

algorithm was used as the fitness function of the 

POA, PSO, and GA. The optimal hyperparameters 

of the Xgboost algorithm can be obtained by 

comparing the fitness values to those obtained by 

continuous iteration and update. 

4. RESULT AND ANALYSIS 

The training data consisted of 29 sets of 

simulation results comprising 20,967 sample 

points. Among these, 14,667 sample points were 

randomly selected to form the training samples, 

and the remaining 6,300 were selected to form the 

test samples.  

The MAPE, MSE, and MAE values of the 

XGBoost, POA-XGBoost, PSO-XGBoost, and 

GA-XGBoost models are listed in Table 3. It can 

be seen that the POA, PSO, and GA can improve 

the classification accuracy of Xgboost, whereas the 

POA performs better for propeller ventilation 

identification and prediction problems. 

 

Table 3. MAPE, MSE and MAE values of the different 

Xgboost model. 

Category Algorithm MAPE MSE MAE 

Category 1 Xgboost 0.045 0.332 0.156 

POA-Xgboost 0.028 0.122 0.093 

PSO-Xgboost 0.037 0.234 0.117 

GA-Xgboost 0.036 0.298 0.122 

Category 2 Xgboost 0.134 0.684 0.228 

POA-Xgboost 0.144 0.594 0.198 

PSO-Xgboost 0.119 0.612 0.204 

GA-Xgboost 0.177 0.720 0.240 

 

To further demonstrate the generalization ability 

of the POA-Xgboost model for propeller 

ventilation identification and prediction, the 

remaining three sets of verification data were used 

as the inputs for the trained model. Meanwhile, the 

GA and PSO are used to optimize the 

hyperparameters of XGBoost through the same 

process as POA-XGBoost. The identification 

accuracy of the POA-XGBoost model was 

compared with the results of the XGBoost, GA-

XGBoost, and PSO-XGBoost models, as shown in 

Fig.7 and Fig. 8. Note that owing to the extremely 

obvious features of category 3, all models in this 

study can be easily identified and have a high 

identification accuracy. The results for Category 3 

are not displayed here. 

 
Figure 10: Comparison results identification accuracy 

for category 1 

 
Figure 11: Comparison results identification accuracy 

for category 2 

 

There is a sample imbalance problem for the 

remaining verification data of both Category 1 and 

Category 2. For category 1, the proportion of 

sample points of state 1 to all samples was 57.6%, 

5.8% for state 2, 26.6% for state 3, and 10.0% for 

state 4. For Category 2, the proportion of the 

sample points of State 1 to all samples was 90.2%, 

while that of State 4 was 9.8 %. Accurately 

identifying states 2 and 4 is most important, as it 

relates to the switching of propulsion control 

strategies. From Fig. 10 and Fig. 11, it can be seen 

that the POA-XGBoost model has the highest total 

identification accuracy among all the models for 

both category 1 and category 2. For category 1, 

although the GA-XGBoost model achieves better 

identification accuracy for state 2, POA-XGBoost 

performs better when considering the identification 

accuracy of states 2 and 4 comprehensively. For 

category 2, the identification accuracy of state 4 of 

the POA-XGBoost model is far higher than that of 

the other models. 

The test samples were used to test the accuracy 

of the trained POA-XGBoost model, as shown in 

Fig. 6. A confusion matrix is presented in Table 

3. From Table 4, it can be seen that the total 

identification accuracy of POA-XGBoost for the 
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test samples was 99.38%. This indicates that the 

POA-XGBoost model has excellent learning 

ability. 

 

 
Figure 12: Comparison results between test 

samples and predicted values 

 

Table 4. Error metrics of POA-XGBoost model for 

test samples. 

  Prediction results Tota

l 

Acc

s 

(%) 
  D1 D2 D3 D4 

True 

value

s 

D

1 

507

4 

2 3 4 5083 99.8 

D

2 

3 15

0 

3 0 156 96.2 

D

3 

0 4 40

6 

3 413 98.3 

D

4 

7 3 7 63

1 

648 97.4 

 

As state 1 has a large sample size and high 

prediction accuracy, it was excluded from the 

calculation of the confidence interval for the 

prediction results, as shown in Table 5. The 

confidence interval results further demonstrate the 

effectiveness of the POA-XGBoost model. 

Table 5. Confidence interval of prediction accuracy 

 of POA-XGBoost model. 

 Category 1 Category 2 

Mean error (-) 0.964 0.934 

Standard deviation 

(-) 

0.022 0.018 

90% CI [0.950,0.977] [0.916,0.952] 

95% CI [0.947,0.980] [0.912,0.956] 

99% CI [0.943,0.985] [0.905,0.963] 

 

5. CONCLUSION 

Considering the important role of propeller state 

identification and prediction in the safety of ships 

sailing in adverse sea conditions, as well as the 

powerful classification performance of the 

XGBoost algorithm, a method of combining the 

simulation model with the XGBoost algorithm to 

design a propeller ventilation identification and 

prediction model is proposed in this paper. Then, 

POA, PSO, and GA are adopted to optimize the 

hyperparameters of the XGBoost algorithm. The 

results indicate that the proposed method can 

achieve the function of predict whether a full 

ventilation state will occur after experiencing a 

partial propeller ventilation state, which can 

improve the control of ship propeller ventilation in 

adverse sea conditions. Meanwhile, the POA has a 

better optimization effect on the XGBoost 

algorithm for propeller ventilation identification 

and prediction.  

The proposed method provides a basis for 

switching propulsion control strategies to improve 

the stability of ship-integrated power systems. 

Therefore, in the next step, a model predictive 

control strategy will be developed based on the 

propeller ventilation identification and prediction 

model.  We will further develop a propeller 

ventilation effect prediction model to improve its 

real-time performance.  
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Abstract
Accurately forecasting vessel motions is a critical step towards achieving fast and accurate intelligent vessel control systems.
Intelligent vessel control relies on accurate predictions of vessel motion to make informed decisions regarding control,
maneuvering, and positioning, particularly during times of exogenous loading caused by adverse weather conditions.
Hence, by accurately forecasting vessel motion accurately, the control system can anticipate potential issues (i.e., excessive
trim or roll) and prescribe corrective actions before they become problematic. In this study, the authors propose two
approaches to address the problem of vessel motion forecasting. The first approach relies on classical shallow learning
models, whereas the second approach involves the use of state-of-the-art deep learning models for improved accuracy at
further forecast horizons. Unlike shallow models, deep models can learn the required features directly from the data and
therefore do not require a priori knowledge or additional features engineering. By leveraging deep learning models, the
authors show that vessel motions can be forecasted further into the future without a significant loss in accuracy, thereby
improving the overall effectiveness of the intelligent vessel control system. To support their statements, the authors use
real operational data and compare the performance of the shallow and deep learning models. The results show that deep
learning outperforms shallow learning models in terms of accuracy without a significant increase in the computational
demand. Additionally, the authors demonstrate that their models remain accurate even under adverse weather conditions,
indicating that they have practical applicability for vessel motions forecasting and can potentially improve the overall
effectiveness of intelligent vessel control systems.

Keywords: Autonomous Vessels; Intelligent Control; State Prediction; Time-Series Forecasting, Signal Processing,
Supervised Learning, Shallow Models, Deep Models.

1 INTRODUCTION

Intelligent and autonomous vessels have been
proposed as an important step towards mitigating
emissions from shipping, alleviating seafarers’ fa-
tigue, and enhancing safety measures at sea [1].
Nonetheless, the deployment of fully autonomous
vessels across intricate mission scenarios remains
a formidable challenge [2], [3]. According to the
International Maritime Organization (IMO), achiev-
ing full autonomy for a vessel requires a control sys-
tem capable of independently determining the most
optimal course of action [4]. Therefore, prior to the
deployment of fully functional autonomous vessels,
concerted efforts must be directed towards develop-
ing intelligent control systems. Although numerous
motion control systems have been documented in
the literature [5], substantial work remains to bridge
the gap between the predicted behavior and the ac-
tual responses of vessels to their surroundings [6].

To consider the behavior and dynamics of a ves-

sel in six Degrees of Freedom (DoF), contemporary
physics-based models can be leveraged [7], which
account for three translational motions (surge, sway,
and heave) as well as three rotational motions (roll,
pitch, and yaw) and are often characterized by a
high accuracy and interoperability. Real-time solu-
tions provided by numerical models such as [7] are
a necessary step towards intelligent control systems
and can accurately describe the state of the ves-
sel while incorporating external disturbances, and
determine the optimal force distributions needed
to meet mission criteria. However, vessel control
systems frequently operate under challenging con-
ditions and intricate mission environments such as
close proximity situations, densely populated areas,
station keeping, mooring, automatic docking, and
helicopter operations.

Irrespective of the application, for fully au-
tonomous vessels to operate independently and pre-
scribe the optimal course of action even in situa-
tions of high exogenous loading (e.g., high wind

@2023 Walker & Coraddu & Savio & Oneto published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons
Attribution CC BY license.
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speeds and sea swells). It is essential for intelligent
control to accurately predict the short-term future
state of the vessel (i.e., forecast) and not just at the
present moment (i.e., nowcast) during these condi-
tions. In the context of intelligent vessel control
systems, state prediction facilitates protocols such
as model predictive control where the horizon pre-
diction is coupled with the real-time solution of a
multiobjective optimization problem [6]. Hence,
within the intelligent vessel control framework, the
control system can anticipate potential issues (i.e.,
excessive trim or roll) due to short-term motions
forecasting over a sufficiently large horizon and pre-
scribe corrective actions (i.e., optimal force distri-
butions) before they become problematic.

Existing control systems often rely on ob-
servers and state predictors such as the Kalman
Filter [8]. However, real-time implementation is-
sues frequently arise because of disparities between
actual and forecasted motion attributed to simpli-
fied vessel or environment models. To address this
disparity, contemporary sensor technology data can
be combined with automatic control systems to en-
hance autonomous operations, assess mission fea-
sibility, and determine optimal control strategies to
ensure mission success.

Additionally, the complexity of the optimization
problem increases with the forecast horizon (i.e.,
extending further into the future), which results
in the computational complexity of physics-based
solutions increasing significantly. Therefore, state
prediction will benefit from a fast, novel, and accu-
rate solution that leverages state-of-the-art machine
learning models. For these reasons, this paper cen-
ters its focus on Shallow and Deep Learning models
for vessel motions forecasting, which is a pivotal el-
ement for formulating intelligent control strategies
and realizing the potential of fully autonomous in-
telligent vessel control systems. Additionally, this
study demonstrates how these models can be devel-
oped to remain reliable even during adverse weather
conditions characterized by periods of high exoge-
nous loading.

The rest of this paper is organized as follows:
Section 2 presents an overview of related work on
machine learning models for vessel motions fore-
casting, Section 3 describes the problem at hand
and the available data, Section 4 presents the pro-
posed methodology, Section 5 outlines the results,
and finally, Section 6 concludes the work.

2 RELATED WORK

For the sake of completeness, the authors have
reported the current state-of-the-art approaches to
vessel motion prediction using machine learning in
this section with a tabulated summary of the related
works found in Table 1.

In [8], the authors developed a model that yielded
satisfactory performance in forecasting heave mo-
tion, with a forecast horizon of 15-30 [s] and a Root
Mean Square Error (RMSE) between ∼ 0.05− 0.2
[m]. Additionally, the prediction of pitch and roll
motion up to a 50s horizon was executed using a
hybrid Nonlinear AutoRegressive (NAR) wavelet
framework. The models displayed an accuracy of
RMSE ∼ 0.05 [◦] for pitch and RMSE ∼ 0.13 [◦]
for roll. Despite the promising results, they were
derived from a rather limited dataset (650 samples),
providing only a single day’s motion description for
an inertial platform.

In [9], the authors predicted the roll motion of
a floating production unit using an Autoregressive
Integrated Moving Average (ARIMA) deep learn-
ing model. They used of synthetic data captured at
an extremely high frequency (15 Hz), and a hybrid
model with a forecast range of 3-16 [s] resulted in
an RMSE of ∼ 0.04 [◦].

In [10], the authors conducted a study where
they forecasted the heading angle with a horizon
of 1s, resulting in an RMSE of ∼ 0.2 [◦]. The
authors leveraged a time-delay wavelet Neural Net-
work (NN). When the horizon was extended to 3
[s], the RMSE increased to ∼ 0.37 [◦].

In [11], the authors formulated a state predic-
tion algorithm for an Autonomous Underwater Ve-
hicle (AUV) by leveraging Extreme Learning Ma-
chines (ELMs). They conducted tests on models of
the pitch (θ), pitch rate (θ̇), heave (Z), and heave
velocity (w) of an underwater vehicle. They em-
ployed a Nonlinear AutoRegressive Moving Aver-
age with eXogenous input (NARMAX) framework,
which proved effective in forecasting selected Key
Performance Indicators (KPIs) over brief periods.
The selected data sample period was 0.56 [s], and
the study’s findings demonstrated acceptable per-
formance with a time delay of less than 1s.

In [12], the authors presented a Deep Neural Net-
work (DNN) method for the prediction of 6-DoF
ship motions under real conditions. This method
uses a transformer neural network to learn the re-
lationship between ship motions and environmental
conditions. The model was trained on a dataset
of AIS data records with a period of 1 [s] and
bathymetry data, and it was validated by predicting
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the motions of a Ro-Pax Passenger ship between
two ports in the Gulf of Finland. The results show
that the proposed method can predict the rate of
ship motions (surge, sway, heave, roll, pitch, yaw)
in real conditions with a Mean Absolute Error of
0.49 [m/s], 0.10 [m/s], 0.001 [m/s], 0.005 [◦/s],
0.0005 [◦/s], and 0.01 [◦/s] respectively. The pro-
posed model is suggested for use in collision avoid-
ance and automatic ship control applications.

Table 1: Summary of related work according to
reference, forecasted motions, machine learning al-
gorithms, and resulting accuracy.

Reference Motions Algorithm RMSE

[8] θ, φ, Z NAR 0.1, 0.05, 0.05
[9] φ ARIMA 0.04

[10] ψ NN 0.2

[11] θ, θ̇, Z, w ELM [-]

[12] θ, φ, ϕ, X , Y , Z DNN 0.0161, 0.005, 0.00055,
0.4959, 0.1173, 0.001

3 PROBLEM DESCRIPTION AND AVAIL-
ABLE DATA

In this study, the authors investigate the problem
of short-term motions forecasting for vessel roll (φ)
and trim (ψ). To this end, the authors leverage
real-world operational data gathered over a period
of one year for a twin diesel engine commercial ves-
sel. The features in the data set can be grouped into
two categories: (i) exogenous data, which describes
the weather conditions through a number of climate
and metocean features; and, (ii) endogenous data,
which describes the on-board behaviors, such as the
state of the propulsive system, the current position,
and the trajectory of the ship. The vessel motions,
that is, the roll (φ) and trim (ψ), are a subset of
the endogenous data. The dataset is summarized
according to source, category, feature, and unit in
Table 2, but there are 49 time series features in total
(because some features have more than one data-
stream).

Additionally, the data are non-continuous, and
characterized by 175 portions of varying lengths.
There are approximately 500, 000 examples sam-
pled over a period of 3 [s]. In fact, for each of the
175 portions, we can determine the weather con-
ditions in which the vessel operates by comparing
two common metrics: (i) the wind speed (e.g., ac-
cording to the Beauford wind scale [13]) and (ii)
the sea swell (e.g., according to the Douglas sea
state [14]). This allows us to characterize the op-
erating conditions into a number of classes based

on quantitative metrics. Figure 1 summarizes this
approach by showing the average wind speed and av-
erage sea swell across the 175 time series portions,
which can be categorized into 10 classes of weather
conditions. Additionally, qualitative descriptions
for the Beauford wind scale and the Douglas sea
state are included in the figure legend.

Table 2: Dataset summary according to the source,
category, feature, and unit. Note that: there are 49
time series features in total (due to some features
having more than one data-stream).

Source Category Feature Unit

Ex
og

en
ou

s

Climate

Air Temperature [◦C]
Relative Air Humidity [−]
Relative Wind Speed [m/s]
True Wind Speed [m/s]
Relative Wind Angle [◦]
Mean Wind Angle [◦]

Metocean

Mean Wave Period [s]
Mean Swell Period [s]
Swell + Wave Height [m]
Mean Wave Angle [◦]
Mean Swell Angle [◦]

En
do

ge
no

us

Main Engine Speed [rpm]
Fuel Consumption [m3/s]

Diesel Generators
Fuel Consumption [m3/s]
Load [%]
Power [kW ]

Thrusters Absorbed Power [kW ]

Propeller
Pitch Ratio [−]
Speed [m/s]
Torque [Nm]

Rudder Angle [◦]

Speed
Speed Over Water [m/s]
Speed Over Ground [m/s]

Position
Drift Angle [◦]
Draft at Bow [m]
Draft at Stern [m]

Motion Roll Angle [◦]
Trim Angle [◦]

Figure 1: Average wind speed and average sea swell
across the 175 time series portions which can be cat-
egorized into 10 classes of weather conditions.
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4 METHODOLOGY

The approach in this study begins by mapping the
problem of vessel motion prediction into a regres-
sion framework using Machine Learning. We begin
with the conventional framework represented by an
input space X ⊆ Rd, output space Y ⊆ Rb, and a
target phenomenon µ : X → Y to be learned [15],
[16]. For pointwise motion prediction, X includes
exogenous and endogenous vessel data, excluding
motions, whereas Y pertains solely to the vessel
motions (φ and ψ).

Furthermore, short-term motions forecasting re-
quires expanding the regression framework by in-
corporating two temporal model hyperparameters.
First, ∆−, incorporates historical data, extending
the input space to encompass past data from the in-
terval [t−∆−, t] (i.e., [X ,Y] ⊆ Rd+b). The second,
∆+, defines the forecast horizon (i.e., the vessel mo-
tions at time t + ∆+). In addition, reliable feature
estimations can be used to further enrich the input
space within (t, t+∆+].

Attention towards the correct choice of ∆− is
required to balance the dimensionality of the prob-
lem with capturing the dynamic effects [15]–[17].
Conversely, the ideal ∆+ depends on the specific
application [15]–[17]. For short-term vessel mo-
tions forecasting, ∆+ should be in the order of a
few seconds to ensure an adequate thrust allocation
time for the vessel control system.

When selecting a machine learning algorithm for
this application, the no-free-lunch theorem [18] re-
quires testing multiple algorithms to find the best
one. For the problem at hand, we test three shal-
low state-of-the-art algorithms from two different
families [19], [20]. From the family of Kernel
Methods [21], the authors selected to test Kernel
Ridge Regression (KRR) using the Gaussian Ker-
nel for the reason described in [22]. While from the
family of Ensemble Methods [23], [24] the authors
selected to test Random Forests (RF) and XGBoost
(XGB) [25].

KRR requires tuning both the regularisation hy-
perparameter C and the kernel coefficient γ.

RF requires tuning the number of features to be
randomly sampled from the entire set of features at
each nodenf and the maximum number of elements
in each leaf nl. Since the performance of the RF
improves with the number of trees nt, we fixed it to
1000 to keep it computationally tractable.

XGB requires tuning the gradient learning rate
lr, the maximum depth of each tree nd, the min-
imum loss reduction ml, the number of points to
randomly sample from the entire training set for

each tree creation nb, and the number of features to
randomly sample from the entire set of features at
each node nf .

Additionally, in line with the current state-of-
the-art approaches [26], the authors selected to test
a deep learning approach: Temporal Convolutional
Network (TCN) [26], [27]. While other deep learn-
ing architectures (e.g., the classical and Bidirec-
tional Long Short-Term Memory network [28]) are
also suitable candidate architectures for the prob-
lem at hand, previous studies have shown that the
TCN generally outperforms the other deep learn-
ing models while also addressing several of their
weaknesses [26], [27]. The TCN architecture illus-
trated in Figure 2 shows the proposed deep learning
model architecture based on the TCN. The general
architecture outlined in Figure 2(a), shows the 8
layer TCN block. The first TCN block serves as
the input for the original time series signals and, as
shown in Figure 2(b), the output of the network was
the targets (i.e., the vessel motions) at the desired
forecast horizons. For TCN, there are a number of
hyperparameters to consider: the learning rate lr,
the dropout rate dr,0 of each TCN layer and the last
layer, the regularization coefficient C, the number
of TCN blocks hl, the number of filters on each
block ni, and the kernel size for each series and
block ks,i. For each algorithm, a summary of the
hyperparameters with the associated search space is
reported in Table 3.

Regarding the implementation of the algorithms
for KRR and RF, the models were developed using
an in-house custom Python toolbox, for XGB the
models relied on the implementation found at [29].

Table 3: Hyperparameters and associated hyperpa-
rameter space for each algorithm tested in this work.

Algorithm Hyperparameters

Sh
al

lo
w

KRR
γ: {0.1, 0.01, 0.001, 0.0001}
C : {0.001, 0.01, 0.1, 1, 10, 100}

RF

nf : {d1/3, d1/2, d3/4}
nl : {1, 3, 5, 10}
nt : {1000}

XGB

lr : {0.01, 0.02, 0.03, 0.04, 0.05}
nd : {3, 5, 10}
ml : {0, 0.1, 0.2}
nb : {0.6n, 0.8n, 1n}
nf : {0.5d, 0.8d, 1d}

D
ee

p

TCN

lr : {0.0001, 0.0005, 0.001, 0.005, 0.01}
dr,0 : {0.1, 0.15, . . . , 0.5}
C : {0.00001, 0.00005, 0.000001}
hl : {1, 2, 3, 4}
ni : {16, 32, 64, 128, 256}
ks,i : {3, 5, 7, 9, 11}
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(a) TCN block layers.

(b) Model architecture using the TCN.

Figure 2: TCN block and model architecture.

To implementat the TCN, the models were de-
veloped using custom software relying on the Ten-
sorFlow [30] Python module.

To tune the models’ hyperparameters and assess
the performance of the algorithms, the following
Model Selection (MS) and Error Estimation (EE)
procedures were employed [17].

For EE, based on the fact that the desired model
should be able to extrapolate over unseen weather
conditions, the data were divided into Training Dn

and Test Tt sets using the Leave One Out (LOO)
principle applied to different classes of weather con-
ditions (see Section 3). For example, all the data cor-

responding to a single class of weather conditions
were allocated into Tt while the remaining ones are
kept in the Dn.

It is then possible to use Dn to train the model
and select the associated best hyperparameters, and
use Tt to assess the performance of the final model.
Repeating this procedure multiple times gives us
the average performance in different scenarios (i.e.,
LOO). Furthermore, because the complexity of this
problem increases with the adversity of the weather
conditions, we reserved the most complex scenario
(class 10) from the learning procedure for the fi-
nal performance testing to present an unbiased and
realistic test of the proposed approach.

Instead, for the MS, namely tuning the hyperpa-
rameters of the different algorithms, the following
procedure was applied. First, Dn was split into
Learning Ll and Validation Vv sets using the same
LOO principle as previously described for the EE.
Then, for all of the possible hyperparameter config-
urations (see Table 3), a model was trained on Ll
and its performance was assessed on Vv according
to the Mean Absolute Error (MAE). This proce-
dure was then repeated for each LOO scenario, and
the chosen hyperparameter configuration is the one
with the lowest MAE when the performance was
averaged across all the validation sets. Finally, just
before the EE, the model is retrained using the entire
Dn and the best hyperparameter configuration.

This approach is summarized in Figure 3.

Figure 3: Leave One Out (LOO) methodology
for algorithm and hyperparameter selection (on
weather classes 1–9) and final performance testing
(on weather class 10).

5 RESULTS

This section presents the results obtained by fol-
lowing the methodology proposed in Section 4 using
the data described in Section 3.

For the first part, the LOO resampling proce-
dure was carried out with weather condition classes
1 − 9 to determine how each algorithm (KRR,
RF, XGB, TCN) performs when forecasting short-
term motions while extrapolating over weather
conditions. The experiments considered ∆− ∈
{3, 12, 48, 64, 128} [s] and ∆+ ∈ {3, 6, 12, 24, 48}
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[s]. The results of this experiment are presented
in Tables 4 and 5 for the Trim (ψ) and Roll (φ)
motions, respectively. The tables report the MAE
for different forecast horizons (∆+) with the op-
timal model and temporal (∆−) hyperparameters
for each of the algorithms, along with the interval
of confidence evaluated according to the t-student’s
distribution with 95% confidence and n−1 degrees
of freedom (where n = 9 because of the number of
classes in the LOO scenario). Note that a factor of
1 × 10−2 was removed from the results to ensure
readability.

Table 4: Trim motion (ψ): MAE [×10−2◦] in LOO
conditions for weather condition classes 1 − 9 for
different forecast horizons (∆+) with the optimal
model and temporal (∆−) hyperparameters for each
of the algorithms (KRR, RF, XGB, TCN).

Algorithm ∆+ [s]
3 6 12 24 48

Sh
al

lo
w KRR 2.09 ± 0.30 2.51 ± 0.42 2.53 ± 0.55 2.54 ± 0.57 2.54 ± 0.53

RF 2.10 ± 0.41 2.49 ± 0.45 2.49 ± 0.52 2.54 ± 0.59 2.56 ± 0.56

XGB 2.07 ± 0.38 2.48 ± 0.41 2.49 ± 0.51 2.49 ± 0.54 2.54 ± 0.55

D
ee

p

TCN 2.01 ± 0.29 2.50 ± 0.44 2.52 ± 0.50 2.53 ± 0.55 2.53 ± 0.58

Table 5: Roll motion (φ): MAE [×10−2◦] in LOO
conditions for weather condition classes 1 − 9 for
different forecast horizons (∆+) with the optimal
model and temporal (∆−) hyperparameters for each
of the algorithms (KRR, RF, XGB, TCN).

Algorithm ∆+ [s]
3 6 12 24 48

Sh
al

lo
w KRR 1.32 ± 0.12 1.44 ± 0.15 1.47 ± 0.16 1.73 ± 0.22 1.90 ± 0.28

RF 1.41 ± 0.14 1.47 ± 0.16 1.51 ± 0.18 1.75 ± 0.25 2.02 ± 0.33

XGB 1.33 ± 0.11 1.43 ± 0.14 1.45 ± 0.15 1.72 ± 0.20 1.98 ± 0.27

D
ee

p

TCN 1.22 ± 0.09 1.31 ± 0.11 1.41 ± 0.13 1.63 ± 0.18 1.91 ± 0.24

Figures 4 and 5 show the varying MAE versus
∆+ for each of the possible ∆− combinations in the
LOO scenario applied to the weather classes 1–9.
From the results in Tables 4 and 5 and Figures 4
and 5, the best algorithm is defined as the one with
the lowest MAE at the ∆+ which is the furthest
in the future, but still exhibits a low error. There
are a few observations to make. First, as the fore-
cast horizon increases, the error increases; however,
for the trim motion, the error saturates at a fore-
cast horizon of up to 6 [s] which is the point where
the predictions are no longer reliable (i.e., MAE(ψ)
≈ 0.025[◦] using the TCN). Second, in general, as
the forecast horizon increases the amount of past
information included in the prediction (captured in
the window [t − ∆−, t]) should be increased; al-

though, as seen for the roll motion this saturates at
approximately ∆− = 64 [s]. Finally, it is possible
to infer that reasonable forecasts can be obtained for
the trim motion (ψ) within a ∆+ of 6 [s]; whereas
for the roll motion (φ) within a forecast horizon
(∆+) of up to 12 [s] (i.e., MAE(φ) ≈ 0.014[◦] using
the TCN).

Figure 4: Trim motion (ψ): MAE versus ∆+ for
each of the ∆− options for the best performing al-
gorithm.

Figure 5: Roll motion (φ): MAE versus ∆+ for
each of the ∆− options for the best performing al-
gorithm.

Finally, according to the methodology outlined
in Section 4, to obtain a more accurate represen-
tation of a real world test, the best models will be
applied to unseen data coming from the most chal-
lenging scenario (weather class 10).

This experiment, aimed at providing an unbi-
ased assessment of the proposed models in a real
test scenario, was performed by selecting the best
model and temporal hyperparameters for each mo-
tion according to Tables 4 and 5 and Figures 4 and 5
for the best possible ∆+ (i.e., the largest forecast
horizon that is still characterized by a low error).
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Figure 6: Trim motion (ψ): Real versus Forecasted
with ∆+ = 6 [s] and ∆− = 48 [s].

Figure 7: Roll motion (φ): Real versus Forecasted
with ∆+ = 12 [s] and ∆− = 48 [s].

Table 6: Trim (ψ) and Roll (φ) motions: Best fore-
cast horizons (∆+) with the optimal model and tem-
poral (∆−) hyperparameters for the best algorithm
on weather class 10.

Motion Algorithm ∆+ [s] ∆− [s] MAE [◦]

ψ TCN 6 48 0.0251

φ TCN 12 48 0.0145

Using Tables 4 and 5 and Figures 4 and 5, the
horizons are defined as 6 [s] for the roll and 12 [s]
for the trim because these forecasts correspond to an
error of less than 10% and 5% respectively, which
is an acceptable margin for the task at hand.

The results obtained by applying the proposed
method to the data left in weather class 10 are shown
in Figures 6 and 7, where the real versus forecasted
motions are presented for the trim and roll, respec-
tively. Note that, for readability only 500 samples
have been reported in the Figures; however, there
were approximately 2050 data samples correspond-
ing to weather class 10.

Finally, for a quantitative description of the mod-

els’ performance, the error metrics are reported in
Table 6 (over the entire portion of data belonging to
this class).

Figures 6 and 7, and Table 6 demonstrate the ef-
ficacy of the proposed TCN-based short-term mo-
tions forecasting. Importantly, and distinct from
the other approaches in the literature, the authors
demonstrate the TCN-based approach is robust to
changes in operating conditions and still performs
well during periods of high exogenous loading.

6 CONCLUSIONS

In the fast-paced and demanding landscape of
maritime technology, where accurate and precise
state prediction is of utmost importance to enable in-
telligent vessel control systems, the proposed mod-
els harness the capabilities of both shallow and
deep learning algorithms to deliver high accuracy in
short-term vessel motion forecasting. The authors
showed that the proposed models are robust, main-
taining their predictive accuracy even under chal-
lenging conditions characterized by high exogenous
loading, which is an important step toward develop-
ing fast and reliable short-term motions forecasting
algorithms. The demonstrated forecasting frame-
work has been subjected to empirical validation us-
ing a dataset collected from an operational vessel
over a year.

The results of this study are promising. They
show that for trim prediction, our models achieve a
forecast horizon of up to 6 seconds, accompanied
by a mean absolute error of 2.51[×10−2◦], which
translates to a mean absolute percentage error of
9.12%. However, for the roll prediction, the per-
formance is even more impressive, achieving a 12
seconds forecast horizon with a mean absolute error
of 1.45[×10−2◦] and a corresponding mean abso-
lute percentage error of 4.64%.

All models, whether based on shallow or deep
learning algorithms, exhibited comparable levels of
accuracy. There is a noticeable but acceptable de-
cline in accuracy when the prediction horizons are
extended to 24 and 48 seconds. For the roll mo-
tion, the mean absolute percentage errors at the
extended horizons are 9.19% and 12.63%, respec-
tively. Importantly, these errors remain within ac-
ceptable margins for making operational-related de-
cisions.

Given the increasing data stream availability
at higher sampling rates, the potential for ex-
tending these predictive horizons is increasingly
likely. While the models developed in this study
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are promising, they are validated using data from
a single vessel, which poses questions about their
generalizability across different types of vessels and
operational conditions. Future research should ad-
dress this by further validating the effectiveness of
the deep learning-based approach using more di-
verse datasets and increased sampling rates for the
specific problem at hand.

The next step in this research is the seamless
integration of these advanced models into the ex-
isting vessel control systems. The successful inte-
gration of advanced predictive models into existing
vessel control systems offers a unique opportunity
to enhance the real-time decision-making processes
onboard. In traditional vessel control systems, op-
erators often rely on heuristic methods and past ex-
perience to make navigational and operational deci-
sions. The introduction of the proposed models can
transform this paradigm by providing data-driven
insights that are both fast and accurate. This is
particularly crucial in challenging maritime condi-
tions where swift decision making can differentiate
between safe navigation and operational hazards.

Moreover, the ability of the proposed models to
maintain high levels of accuracy even under condi-
tions of high exogenous loading adds an extra layer
of reliability and robustness to the control systems.
This is invaluable in scenarios such as heavy weather
sailing or navigating through congested waterways,
where the margin for error is minimal. Additionally,
the models’ scalability to longer prediction hori-
zons, while maintaining acceptable error margins,
indicates their potential for future applications that
require long-term planning, such as route optimiza-
tion and fuel efficiency calculations.
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Abstract
This paper proposes a grey-box modelling approach to predict marine biofouling growth and its effects on ship performance.
The approach combines empirical or experimental-based white-box models with data-driven black-box models. First, a
white-box model is built to predict ship resistance considering a bare hull. This prediction is based on calm water resistance,
wind, waves, and temperature differences. Subsequently, marine biofouling growth is predicted using an experimental
model that estimates the level of roughness on the ship hull. Finally, a deep extreme learning machine is used as a black-box
model, employing a feedforward neural network technique. To test the approach, a superyacht case study was selected as
a category of vessel heavily exposed to fouling. The study used a 2-year dataset obtained through a collaboration with
Feadship. Results showed that the black-box approach outperforms the white-box approach in predictive capabilities.
However, when the knowledge encapsulated in the white-box model is included in the grey-box approach, the model shows
the highest prediction accuracy achieved by leveraging less historical data. This study demonstrates the potential of the
proposed grey-box approach to accurately predict marine biofouling growth and its effects on ship performance, which
can benefit ship operators and designers in improving operational efficiency and reducing maintenance costs.

Keywords: Marine Biofouling; Power Increase Prediction; Yachts; Deep Extreme Learning Machine; Grey-box Models.

1 INTRODUCTION

Marine biofouling, a phenomenon of the ac-
cumulation of micro and macro-organisms on im-
mersed surfaces, has a strong influence on the per-
formance of vessels by increasing surface rough-
ness and consequently increasing fuel consumption
and emissions of greenhouse gases [1]. Biofouling
creates roughness on the hull and propeller which
leads to additional frictional resistance and loss of
propeller efficiency, also known as additional sea
margin. Research has shown that fuel costs can be
increased up to 35% when the ship hull is heav-
ily fouled [2]. Additionally, biofouling threatens
ecological balance by transferring invasive aquatic
species in waters where they have little to no natu-
ral enemies [3]. A trade-off is often made for ship
owners and operators between the additional cost
of maintenance to keep the ship clean compared
to the increase in operational cost of sailing with
a fouled hull. The current practice is that the hull
and propeller are cleaned when other maintenance is
scheduled, which does not guarantee optimal clean-
ing schedules [4].

Accurate prediction of biofouling may lead to
significant benefits for ship design, maintenance
and operations. For ship design, the added sea
margin is the result of both added hull resistance
and decreased propeller efficiency and can be taken
into account either within hydrodynamic analysis or
within the calculation of the powering of the vessel.
Additionally, for ship’s maintenance and operation,
accurate marine biofouling prediction may lead to
optimal maintenance and cleaning schedules.

Marine biofouling is a complex phenomenon be-
cause it depends on various variables such as sea-
water surface temperature, salinity, acidity, speed
of water flow, and light intensity [1]. There is cur-
rently no accurate and universal method for predict-
ing biofouling and associated added sea margin [5].
The standard approach for estimating the speed loss
is by applying ISO 19030 (ISO 19030-2, 2016),
which prescribes methods for measuring changes
in hull and propeller performance to give an indi-
cation for hull and propeller efficiency. However,
this approach lacks a clear method on how to pre-
dict added sea margin due to fouling for ship design.
As such, only low-fidelity analytical expressions ex-

@2023 de Haas, M. et al. published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons Attribution CC BY
license.
DOI: https://doi.org/10.59490/moses.2023.661
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ist recommended by the Propulsion Committee of
the 28th ITTC, having an average error of around
20% [6].

State-of-the-art methods for predicting the addi-
tional sea margin and the effect of biofouling on a
propeller’s performance are based on first-principle
experimental based models (e.g., [7]), computa-
tional fluid dynamics (CFD) (e.g., [8]–[10], and
data-driven modelling [11]. The main strengths of
first-principle experimental based models are their
interpretability and low computational cost to per-
form evaluations. Such models can give a good in-
sight into the relevant physics, such as those related
to added frictional resistance of a flat plate [12].
However, conventional models cannot represent all
fouling situations, and models are often limited to
static growth of fouling [13]. On the other hand,
CFD can provide accurate predictions of the addi-
tional sea margin. However, at a high computational
cost, thus limiting results to the chosen ship hull.
Authors of [12], [14] have shown promising results
with only a few percentage deviation between pre-
dicted resistance and power compared to verified
results.

Finally, data-driven black-box models are based
on Machine Learning (ML) techniques and are able
to address complex problems and improve the accu-
racy of the predictions. These data-driven models
show great potential to predict added sea margin
by giving new insights and accounting for all vari-
ables with limited simplifications [11]. However,
data-driven models typically suffer from a lack of
interpretability. Authors of [11] developed a data
driven digital twin to estimate the speed loss due
to marine biofouling, which showed significant im-
provement compared to ISO 19030.

Authors of [15] investigated and compared the
applicability of both Artificial Neural Networks
(ANNs) and Gaussian processes (GPs) to the pre-
diction of fuel efficiency in ship propulsion by using
sensors’ data. White-box modelling trends were ap-
plied to account for fouling. The authors concluded
that the ANN performed slightly better than the
GPs. Additionally, [11] developed a data-driven
digital twin using data from on-board sensors to
estimate the speed loss due to marine biofouling.
The method used was Deep Extreme Learning Ma-
chine (DELM), which uses a feedforward neural
network. This overcomes the problems resulting
from the backward-propagation training algorithm
with potentially low convergence rates, critical tun-
ing of optimization parameters, and presence of lo-
cal minima that call for multi-start and re-training

strategies [16].
To the best of the authors’ knowledge, the appli-

cability of a grey-box modelling approach, which
combines a white- and a black-box model, for the
prediction of marine biofouling has not yet been
explored. The authors thus propose a grey-box ap-
proach to predict the power increase for ships due
to marine biofouling. The white-box model is used
for the estimation of the required power in a fouled
situation, dependent on time and the ship environ-
mental conditions. The collected sensors’ data and
the white-box power prediction are used as inputs
for the black-box model based on DELM.

To test the approach, a superyacht case study
was selected because superyachts are particularly
heavily exposed to marine biofouling due to their
operational profile, which includes longer periods
of being stationary compared to commercial ves-
sels, often staying in ports or being anchored for
long periods of time [17]. The operational profile
of each superyacht can be very different and change
over time. With an increasing and diversifying yacht
fleet, understanding biofouling and its influence on
yacht performance is important to minimizing their
environmental footprint.

For this research, the collected data provided
by Feadship came from both on-board sensors and
company’s databases. The available data contains
ship design specifications, various captain logs,
maintenance, engine, motion, voyage report, and
auxiliary power data. Here the voyage report data
contains onboard feedback monitoring of the fol-
lowing parameters: ship speed and heading, wave
conditions (height, period, and directions), wind
conditions (speed and direction), and corresponding
measured operational profiles from Feadship fleet.

2 PHYSICS-BASED MODEL FOR BIO-
FOULING ESTIMATION

This section explains the physical model for pre-
dicting the fouled ship power. This contains both
a short discussion on the predicted smooth ship re-
sistance in Section 2.1, together with further elab-
oration on the prediction of fouling roughness in
Section 2.2, while the fouled ship power prediction
is presented in Section 2.3.

2.1 Smooth Ship Resistance

The ship resistance is predicted based on calm
water, wind, and wave resistance together with dif-
ferences due to temperature. The method proposed
is in line with recommendations given by the [18].
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As a basis for the resistance prediction in any given
condition, the calm water resistance is computed
based on the ship’s speed. The speed over water
is used, rather than the speed over ground as mea-
sured with AIS. The relative wind speed is based on
the ship’s speed, wind speed, and wind direction.
The wind resistance coefficient, area of maximum
transverse section exposed to wind, air density, and
relative wind speed have been used to determine the
added resistance due to wind in accordance with the
methodology reported in [18].

To determine the added wave resistance, first
the added thrust in waves is found based on ship
speed, heading, length, displacement, and water-
plane coefficient of the foreship [19]. With the
added thrust in waves known, the added wave re-
sistance can be found. An actual sea state is nor-
mally described by a wave spectrum such as the
one proposed by Pierson-Moskowitz [20]. To al-
low for flexible spectrum shapes, the spectrum is
multiplied with the peak enhancement factor, using
the JONSWAP spectrum [21]. Next, the directional
wave spectrum is found by multiplying the JON-
SWAP spectrum with the angular distribution func-
tion. Last, a correction accounts for the difference
in resistance due to change in water temperature and
difference in ship draft due to salinity. With this ap-
proach, a change of frictional resistance coefficient
and change in resistance due to ship displacement
can be found [18], [22].

2.2 Fouling roughness

For the prediction of biofouling growth, the
model proposed by Uzun, Demirel, Coraddu, et al.
was used [13]. The model makes use of two main
principles: i) a fouling rating and ii) the fouling
surface coverage for calcareous fouling. The foul-
ing rating forms a basis for the model, combining
slime, non-shells organisms, and calcareous fouling
into one overall fouling rating. Together, this gives
a good indication of the level of fouling present on
the ship and its resulting roughness. However, when
calcareous fouling is present on the ship, its level of
surface coverage can be a dominant factor. Due
to this, the authors introduced the calcareous sur-
face coverage as an additional parameter. For this
reason, a different function is used for the biofoul-
ing growth when the calcareous surface coverage
increases above 5%.

With analyses limited to the given regions,
the authors suggest interpolating and extrapolating
found patterns based on sea surface temperature as
the dominant fouling parameter. With the help of

the proposed functions, biofouling growth trends
for the Equator and Mediterranean can be inter- and
extrapolated for all locations, to obtain the rough-
ness thickness present on the ship. In this case, the
roughness is modelled by using the equivalent sand
roughness height (ks). For a full explanation of the
model, see [13].

2.3 Fouled Ship Power Prediction

The effects of the obtained roughness on the hull
and propeller surface are determined next. First,
the added frictional resistance coefficient (∆CF ) as
a result of this roughness can be calculated. This is
done based on the equivalent sand roughness height,
the ship waterline length (LWL), and Reynolds num-
ber (Re) with the function of [23] (Equation 1).

∆CF = 0.044

[(
ks

LWL

) 1
3

− 10 ·Re−
1
3

]
+0.000125

(1)
Next, the added frictional resistance due to bio-

fouling is found via Equation 2.

∆RF =
1

2
ρS∆CFV

2
S (2)

The approach by [7] was employed to simulate
the impacts of biofouling on the ship propeller. With
this model, the change in thrust and torque coeffi-
cient due to biofouling is computed, and a new open
water efficiency is found. This is done by find-
ing the change in drag and lift for both coefficients
(see [7] for the full method). However, it can be
seen that the changes in the coefficients are a func-
tion of the propeller characteristics: propeller pitch,
diameter, number of blades, chord length, and max-
imum thickness, together with fouling roughness. It
is important to mention that both chord length and
maximum thickness are taken at a radius of 0.75.
Next, the drag and lift coefficient can be determined
for the propeller in smooth and rough condition.
Here, the smooth frictional coefficient can be found
by either using Schroenherrs friction line (in Equa-
tion 3) or with the ITTC-1957 skin friction line
(Equation 4), based on the method of the [24]. For
the rough condition, the added frictional resistance
coefficient is found using Equation 1, where the
plate length (LWL) is taken as the chord length (c)
at radius 0.75R.

0.242√
CFS

= log(Re · CFS) (3)

CFS =
0.075

(log(Re)− 2)2
(4)
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With changes found, the open water efficiency for
a fouled propeller can be found with the propeller
thrust and torque coefficient for rough conditions.

Last, it can be noted that while marine biofouling
mainly has an influence on the frictional resistance
of the ship, it also has some effects on the wave re-
sistance. One of the key findings by [25] is the de-
creasing wave resistance with an increasing surface
roughness. This trend was later also found and con-
firmed by others [10], [26], [27]. It is important to
mention that these findings go against the traditional
view that wave-making resistance is not affected by
hull-roughness [28]. The author proposes to use
changes in wave coefficients based on [26], and in-
terpolate and extrapolate these between researched
speeds and equivalent sand roughness heights.

With a resistance prediction for smooth ship out-
lined and fouling growth and effects predicted, next
a fouled ship power prediction can be made. First,
the total resistance (RT ) can be found based on the
calm water resistance (Rcalm), the air drag resis-
tance (RAA), the wave resistance including changes
due to biofouling (RW + ∆RW ), friction changes
due to temperature (∆R∆T ), changes due to dis-
placement (R∆D), and added frictional resistance
due to biofouling (∆RF ), as shown in Equation 5

RT = Rcalm +RAA +RW +∆RW

+∆R∆T +∆R∆D +∆RF (5)

Next, the fouled brake power (PBR) can be pre-
dicted, with the help of the found total resistance
for the fouled situation together with ship speed,
hull efficiency (ηH ), rough open water efficiency
(ηOR), relative rotative efficiency (ηR), propulsive
efficiency (ηD), gearbox efficiency (ηGB) and shaft
efficiency (ηS) as shown in Equations 6 and 7.

PE = RTVS (6)

PBR =
PE

ηH · ηOR · ηR · ηGB · ηS
(7)

3 GREY-BOX MODEL APPROACH

In this section, a comprehensive description of
the grey-box model applied for predicting marine
biofouling growth and its effects on ship perfor-
mance is provided. First, the underlying principles
of DELM are detailed in Section 3.1, while the char-
acteristics and parameters of the model’s input are
described in Section 3.2.

3.1 Deep Extreme Learning Machine

The task of predicting marine biofouling growth
and its subsequent impact on ship performance,
based on the data delineated in Section 1, can
be mapped into the classical ML regression prob-
lem [29].

To better comprehend the aforementioned prob-
lem, let’s recall the fundamental concepts of the
ML regression problem. Let us define X ⊆ Rd as
the input space composed of d distinct features, and
Y ⊆ R as the corresponding output space.

Consider a sequence of n ∈ N∗ distinct sam-
ples, symbolized asDn = {(x1, y1), . . . , (xn, yn)},
where each xi ∈ X and yi ∈ Y for all i ∈ 1, · · · , n.
These samples are independently drawn from an
undefined probability distribution µ encompassing
X × Y . Within this scenario, we opt for a function
(or model) f : X → Y from a set F of potential
models. An algorithm, characterized by its hyper-
parameters H and denoted as AH : Dn × F → f ,
is employed to choose a model from the suite of
possible choices, guided by the available dataset.

The efficacy of the function f in modeling the
unobserved system S is evaluated by employing a
predetermined loss function, ℓ : Y × Y → [0,∞).
Given that the issue at hand is one of regres-
sion, the most fitting choice for the loss function
is the squared loss, expressed as ℓ(f(x), y) =
[f(x) − y]2 [30]. Consequently, we can define the
true error, or the generalization error, of f as

L(f) = E(x,y)ℓ(f(x, y)). (8)

Since L(f) cannot be computed, its empirical esti-
mator (the empirical error) can be derived as follow

L̂(f) =
1

n

n∑
i=1

ℓ(f(xi, yi)). (9)

When it comes to the selection of an algorithm,
this paper capitalizes on the DELM. Various al-
gorithms for tackling regression problems abound
in the existing literature [29]. In particular, three
principal categories of methods have demonstrated
practical effectiveness [29], [31], [32]: kernel meth-
ods, ensemble methods, and neural networks. In
our study, we leverage insights from [11] to adopt
a specific subset of neural networks, namely, the
DELM [33]. DELM represents an evolution from
the Shallow Extreme Learning Machine (SELM),
developed for single-hidden-layer feedforward neu-
ral networks, with the aim of creating an algorithm
capable of not only learning new features from avail-
able raw variables but also building a robust regres-
sion model.
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SELM were originally developed for the single-
hidden-layer feedforward neural networks

f(x) =
h∑

i=1

wigi(x). (10)

Here, gi : Rd → R, i ∈ 1, · · · , h denotes the out-
put from the hidden layer corresponding to the input
sample x ∈ Rd, while w ∈ Rh represents the out-
put weight vector linking the hidden layer to the
output layer.

The input layer, equipped with d neurons, com-
municates with the hidden layer (which has h neu-
rons) via a set of weightsW ∈ Rh×d and a nonlinear
activation function. For this study, we selected the
tanh function as the activation function, as sug-
gested in the seminal work of [33]. It is worth
noting, however, that the choice of other activation
functions, such as the sigmoid function, doesn’t sig-
nificantly impact the final performance, φ : R → R.
Consequently, the response of the i-th hidden neu-
ron to an input stimulus x is given by:

gi(x) = φ

Wi,0 +
d∑

j=1

Wi,jxj

 . (11)

In SELM, the parametersW are randomly assigned.
A weight vector, w ∈ Rh, devoid of any bias,
bridges the hidden neurons to the output neuron.
The comprehensive output function of the network
is given by:

f(x)=
h∑

i=1

wiφ

Wi,0+
d∑

j=1

Wi,jxj

 . (12)

For practicality, we define an activation matrix,
A ∈ Rn×h, in which the element Ai,j signifies the
activation value of the j-th hidden neuron for the
i-th input pattern. Consequently, the A matrix takes
the form:

A =

[
φ1(x1) ··· φh(x1)

... . . . ...
φ1(xn) ··· φh(xn)

]
. (13)

In SELM models, the weights W are set ran-
domly and remain unmodified, leaving the quantity
w in Eq.(12) as the sole degree of freedom. This
circumstance simplifies the training to a direct Reg-
ularized Least Squares (RLS) problem [34]:

w∗ = argmin
w

∥Aw − y∥2 + λ ∥w∥2 , (14)

where, λ ∈ [0,∞) signifies a hyperparameter that
requires tuning during the Model Selection (MS)
phase [35]. This tuning process establishes a bal-
ance between model complexity and accuracy, mea-
sured by the square loss and the L2 regularizer re-
spectively. As a result, the optimal weight vector,
denoted as w∗, can be determined as follows:

w∗ = (ATA+ λI)+ATy, (15)

where I ∈ Rh×h denotes an identity matrix, and
(·)+ refers to the Moore-Penrose matrix pseudoin-
verse. It’s crucial to note that h, the count of hidden
neurons, is another hyperparameter requiring fine-
tuning, based on the specific problem under con-
sideration. Additionally, other regularizers, such as
sparse regularizers, can be employed [36].

Given its shallow architecture, SELM might not
offer efficient feature learning, even when h is large.
As feature learning frequently enhances the final
model’s accuracy, multi-layer (deep) solutions are
often required. In this context, [37] develops multi-
layer learning architectures using ELM-based au-
toencoder (AE) as the fundamental building block,
leading to the creation of DELM. In a DELM, each
layer i out of the l layers — each composed of
hi∈1,···,l neurons — strives to reconstruct the input
data. The outputs from the previous layer are then
utilized as inputs for the next. Consequently, instead
of yielding a single output, a sequence of outputs x̂j
is obtained, with j ∈ 1, · · ·, d, such that:

x̂j =
h∑

i=1

wi,jφ

Wi,0 +
d∑

j=1

Wi,jxj

 (16)

x̂j =
h∑

i=1

wi,jφi(x), (17)

where wi,j with i ∈ {1, · · ·, h} are found with the
same approach of SELM.

In the DELM model, before the supervised reg-
ularized least mean square optimization occurs, the
encoded outputs are directly channeled to the last
layer for decision-making, bypassing any random
feature mapping. Unlike SELM, DELM doesn’t
necessitate fine-tuning for the entire system, en-
abling much faster training speed than traditional
backpropagation-based Deep Learning. Training a
DELM is essentially equivalent to training multiple
SELMs. Therefore, the advantages of a deep archi-
tecture can be harnessed using only the optimization
tools designed for the SELM. It’s worth noting that
the DELM model encompasses numerous hyper-
parameters: the number of layers, the number of
nodes per layer, and the regularization coefficient,
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expressed as H = {l, h1, · · · , hl, λ}. These param-
eters must be carefully fine-tuned to minimize the
final model’s generalization error. Accordingly, a
model selection phase consistent with [38] has been
conducted in this study.

We utilize the nonparametric Bootstrap approach
for model selection, a frequently implemented
method within the resampling method family. The
original dataset Dn has been resampled once or sev-
eral times (nr), either with or without replacement,
to create two independent datasets — the training set
Lr
nl

and the validation set Vr
nv

, respectively. Here,
r ∈ {1, · · · , nr} and the two sets are mutually ex-
clusive and collectively exhaustive: Lr

nl
∩Vr

nv
= ⊘,

Lr
nl

∪ Vr
nv

= Dn. Following this, to perform the
model selection phase and identify the optimal com-
bination of hyperparameters H from a set of pos-
sible ones SH = {H1,H2, · · · } for the algorithm
AH, we apply the subsequent procedure:

H∗ : min
H∈SH

1

nr

nr∑
r=1

1

nv

∑
(x,y)∈Vr

nv

ℓ(AH,Lr
nl
(x), y),

(18)

where AH,Lr
nl

is a model built with the algorithm
AH trained with Lr

nl
. Since the data in Lr

nl
is in-

dependent of that in Vr
nv

, the optimized hyperpa-
rameters H∗ should achieve low error rates on a
dataset distinct from the one used for training. It’s
important to note that the nonparametric Bootstrap
approach differs from other resampling methods in
two key aspects: firstly, nl = n and secondly, Lr

nl
is

sampled with replacement from Dn. We also note
that Vrnv is the complement of Lr

nl
within Dn, that

is, Vrnv = Dn \ Lrnl.

3.2 Model Input

Using the selected grey-box approach, all avail-
able data, as previously described, has been incor-
porated into the grey-box model, along with the
estimate found from the white-box prediction, fol-
lowing the serial grey-box configuration of [39]. In
the white-box biofouling growth approach, the foul-
ing at each anchorage was predicted in conjunction
with its corresponding average sea surface temper-
ature, therefore, for the grey-box model, the sea
surface temperature is used (see Fig 1). Note that
sensor data for the sea surface temperature was not
available for the full investigated period, when this
was the case an additional dataset with the ships
location and time was employed for an estimate of
this parameter. The white-box approach contains
both the total anchorage days since cleaning that

are processed per anchorage and the sailing days
since cleaning, and the biofouling growth model
does not have a prediction of how this changes dur-
ing sailing, as the model is based only on static
tests. Nonetheless, this parameter is entered into
the grey-box model so that possible fouling changes
during sailing can be found. Last, the delivered
brake power by the ship is taken as the model output
at different speeds (Fig 2). An overview of the input
and output parameters is shown in Table 1.

Figure 1: Sea surface temperature over time.

Figure 2: Ship speed vs power.
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Table 1: Input and output for grey-box model.

Input Unit
White-box prediction [kW]
Ship speed [knots]
Ship direction [°]
Wave height [m]
Wave direction [°]
Wave period [s]
Wind speed [m/s]
Wind direction [°]
Average sea surface temperature [°C]
Anchorage days since clean ship [days]
Sailing days since clean ship [days]
Average ship speed [knots]
Mean roll [°]
Mean pitch [°]
Roll deviation [°/s]
Pitch deviation [°/s]
Output Unit
Fouled ship power [kW]

Once input and output have been defined, the
data still requires preparation for use in the grey-box
model. To achieve this, the data was filtered using
Chauvenet’s criterion [40]. Moreover, a filtering
technique that incorporates engineering knowledge
to curate the data has been applied. The data selec-
tion for these predictions was determined by specific
criteria related to ship speed and wind conditions.
For ship speed, we incorporated all data exceeding
10 knots. Meanwhile, for wind speed, we restricted
the dataset to conditions below 8 m/s to exclude
instances of severe weather, which render ship per-
formance difficult to predict. In addition to these
factors, changes in ship speed were also considered.
Significant speed fluctuations in a short period of
time typically indicate that the ship is either accel-
erating or decelerating. As the current methodology
does not account for these motions, they could po-
tentially lead to inaccurate power predictions and
adversely affect the quality of analysis data. There-
fore, with data sampling every three minutes, we
chose to analyze only those ship speeds where the
preceding speed was within a one-knot range. This
approach led to a total number of 34,448 samples.
This approach was adopted based on the study cited
in [11].

4 RESULTS AND DISCUSSION

In this section, we will evaluate the performance
of the proposed grey-box approach utilizing the val-
idation techniques outlined in Section 3. First,
we examine the accuracy of the white-box model,

detailed in Section 2, that forms the basis of the
grey-box construction. We present its performance
through both quantitative and qualitative metrics.
The dataset was filtered to focus on a fixed speed
of 13.5 knots, one of the most frequently attained
speeds, using for the overall prediction accuracy the
mean absolute percentage error (MAPE). To give
better insight into which extent this number is true,
a 95% confidence level interval has been applied.
Upon inspection of this filtered data, a noticeable
drift in power increase during operation can be dis-
cerned, as illustrated in Fig 3. Moreover, after clean-
ing periods in early 2020, we observe a decrement in
power, reverting back to lower values. This obser-
vation substantiates the presumption that the visible
power increase is attributable to marine biofouling,
rather than, for instance, the loss of performces of
other propulsion system components.

Figure 3: Power usage over time for 13.5 knots.

The white-box model’s predictions showcased
an accuracy of 85%, as shown in Figure 4. This
model, grounded in established physical laws and
principles, possesses the advantage of being inter-
pretable and reliable under conditions akin to the
ones it was formulated for. However, our analysis
revealed a consistent trend of underestimation. Even
in scenarios shortly following cleaning procedures,
the white-box model’s predictions fell short of the
actual measurements. This systematic bias suggests
that certain aspects of the resistance are not being
fully accounted for within this model. The degree of
this bias is expected to vary across different vessels,
underscoring the inherent challenge in formulating
a general model suitable for all ship types. There-
fore, a pertinent line of inquiry is to determine the
extent to which the white-box method can capture
the intricacies of ship power prediction. In addition,
it’s worth investigating whether the introduction of
additional parameters or refinement of existing ones
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can address this model’s underestimation bias.
Moving onto the black-box model, this approach

exhibited an accuracy of 90%, as shown in Fig 5.
This model has a similar input as the grey-box model
as illustrated in Table 1, except for the white-box pre-
diction as an input parameter. Black-box models,
being purely data-driven, tend to be highly flexi-
ble and can potentially model complex, nonlinear
relationships that the white-box models may not
adequately capture. However, they are suscepti-
ble to high variance error, a problem often asso-
ciated with overfitting. Thus, although it delivers
a marginally improved accuracy compared to the
white-box model, it’s crucial to evaluate its perfor-
mance over a wide range of operational conditions
and for different ship types to ensure robustness.

Lastly, the grey-box model, a fusion of the
principles-based approach of the white-box model
and the empirical learning of the black-box model,
accomplished the highest prediction accuracy of al-
most 92%, as shown in Figure 6. By integrating
known physical relationships and data-driven ele-
ments, the grey-box model can effectively strike a
balance between bias and variance, consequently
leading to a superior predictive performance. No-
tably, another crucial advantage of the grey-box
model lies in its efficiency with respect to data
requirements. While data-driven models, like the
black-box model, typically necessitate large quanti-
ties of data to attain high accuracy, the incorpora-
tion of known physical laws in the grey-box model
allows it to achieve comparable, if not superior, per-
formance levels with significantly less data, as it
has prior knowledge/assumptions about the prob-
lem domain. This trait makes the grey-box model
particularly attractive in scenarios where data col-
lection may be expensive, time-consuming, or oth-
erwise challenging. However, caution is advised to
avoid over-dependence on the data-driven compo-
nent in the grey-box model, as this could veer the
model towards overfitting. Thus, while leveraging
the flexibility offered by the data-driven component,
it is critical to continually reference and respect the
governing physical principles to maintain the ro-
bustness and generalizability of the model.

A comparative analysis of the models, as sum-
marized in Table 2, clearly indicates a hierarchy
in performance over the test dataset: Grey-Box >
Black-Box > White-Box. Yet, it’s important to note
that each model’s performance should not be evalu-
ated merely on accuracy, but also on bias-variance
tradeoff, interpretability, and applicability to diverse
ship types and operational conditions.

Table 2: Performance comparison

Model MAPE
White-Box 14.7% ± 0.3%
Black-Box 10.2% ± 0.2%
Grey-Box 8.6% ± 0.2%

Figure 4: Physics-based model predicted and mea-
sured power.

Figure 5: Black-box predicted and measured power.

Figure 6: Grey-box predicted and measured power.
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In order to assess the models’ predictive perfor-
mance beyond the confines of the data used for train-
ing, validation, and test, a preliminary evaluation
was conducted. Fig 7 presents an application of the
model over an extended period. To facilitate this, all
parameters, with the exception of anchorage days,
sailing days, and the predictions from the white-
box model, were assumed to be at their mean value.
The yacht’s activity, characterized by sailing 16%
of the time, was used to establish the correlation be-
tween anchorage and sailing days. Fig 7 illustrates
the mean predictions for the black-box and grey-box
models with a line, while the prediction area repre-
sents the interval of confidence of the results over
30 repetitions. These repetitions are performed, as
deep learning models are stochastic models, mak-
ing use of randomness while being fit on the data.
Employing this approach provides insights into the
areas where the predictions are mostly congruent
and the regions that exhibit significant inter-model
variance in predictions. It highlights models abil-
ity to capture the inherent uncertainties associated
with real-world conditions, thereby lending confi-
dence to their utility in practical scenarios. Last,
the trained anchorage days range is also highlighted
in the figure, as it shows a more clear division be-
tween the interpolation and extrapolation capacities
of the models employed.

Figure 7: Comparison between white-, black-, and
grey-box prediction for longer period of time.

Fig 7 illustrates that the black-box and grey-
box models display comparable trends within the
range of trained data, whereas the white-box model
consistently generates lower predictions. However,
upon extrapolating the data-driven models, a sig-

nificant degree of variance and potential inaccuracy
in their results becomes evident. Such observa-
tions align with the common understanding that
data-driven models often grapple with challenges
in the context of extrapolation. The exhibited large
variance and outcomes underscore the limitations
of such models when applied beyond the bounds of
their training data. This highlights the limitations
for application of the proposed models, particularly
in scenarios when extreme extrapolation is neces-
sary.

Marine fouling growth encompasses various
stages, such as the formation of slime, the growth
of non-shell organisms, and the occurrence of cal-
careous fouling. However, given that our model
was solely trained on data from the initial year
of fouling growth, it remains unfamiliar with the
settlement of barnacles and the onset of calcare-
ous fouling. This unfamiliarity becomes evident
when the white-box model indicates a significant
power increase at more advanced stages of fouling.
While the grey-box model attempts to harness the
strengths of both white- and black-box models, its
effectiveness seems to primarily lie in improving
upon the black-box model predictions. Conversely,
the white-box model still appears to have the upper
hand in extrapolation and in providing transparent
and interpretable insights into the fouling process.
This underscores the need for a more comprehensive
training dataset that spans across the various stages
of marine fouling, thereby improving the predictive
capacity of the model for long-term and advanced
fouling situations.

The white-box model, as employed in this study,
is indeed a practical solution that assimilates some
of the most relevant research pertinent to this field of
application. However, it’s critical to underline that
this model, despite its theoretical robustness, man-
ifests certain limitations in terms of accuracy. Its
predictive performance is low, and the model also
demonstrates a higher level of variance, introducing
a degree of uncertainty into the predictions. This
model also exhibits substantial bias error, which
may significantly skew the predictions and result in
systematic deviations from the actual data. These
aspects, coupled with the limitations in addressing
complex, multi-staged fouling processes, call for re-
finement and enhancement of the white-box model
to ensure it’s aptly equipped to handle the intricacies
of this application.

This observed scatter can be attributed primar-
ily to the inconsistencies between the ship’s power,
which tends to remain stable, and the ship’s speed,
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which fluctuates. This disparity introduces inaccu-
racies across the dataset, despite the overall trend
displaying promising prediction potential. Another
contributing factor to the data scatter is the deriva-
tion process for the ship’s speed. Initially extracted
from the Automatic Identification System (AIS),
the speed was then computed over water using pre-
dicted currents. However, it’s important to acknowl-
edge that directly measuring the speed over wa-
ter could potentially improve prediction accuracy.
Even slight variations in speed can significantly im-
pact the predicted calm water resistance and the
power required, underscoring the need for precise
speed measurements in enhancing the predictive ac-
curacy of these models.

5 CONCLUSIONS

The research outlined in this paper introduces a
grey-box modeling strategy aimed at predicting ma-
rine biofouling growth and its subsequent impact
on ship performance. This approach synergistically
integrates the empirical insights of white-box mod-
els and the data-intensive capabilities of black-box
models. Initially, a white-box model is presented to
predict ship resistance, considering variables such
as calm water resistance, wind, waves, and tem-
perature discrepancies. The prediction of marine
biofouling growth is subsequently managed via an
experimental model designed to estimate the rough-
ness level of the ship hull. Lastly, a Deep Extreme
Learning Machine is utilized as a black-box model,
which incorporates a feedforward neural network
technique.

With the proposed approach certain limitations
inherent in the white-box model can be partially
mitigated through the application of trained data-
driven models. These models possess the capacity
to understand how available input can be utilized
to enhance the predictive accuracy of the white-box
models.

Moreover, in situations where a fleet of simi-
lar ships is available, the correlations discerned by
the grey-box model can be leveraged to refine the
predictions of full white-box models for other ships.
This can be achieved even in the absence of trainable
data. This highlights the potential of the grey-box
model as a powerful predictive tool that can effi-
ciently use available information to enhance predic-
tion accuracy, thus providing a robust method that
can be applied across multiple ships, irrespective of
the available data for each vessel.

To validate the proposed approach, a superyacht

case study was chosen as the testing ground due to
the category’s high susceptibility to fouling. This
involved the analysis of a 2-year dataset acquired
through a partnership with Feadship.

The results presented highlighted that while the
black-box model displayed superior predictive ca-
pabilities compared to its white-box counterpart, it
was the grey-box model that exhibited the best per-
formance. By incorporating the knowledge encap-
sulated within the white-box model, the grey-box
model displayed the highest prediction accuracy
whilst requiring less historical data. These find-
ings underline the potential of the grey-box model
as a tool for accurately predicting marine biofoul-
ing growth and its impact on ship performance. The
practical implications of this research extend to ship
operators and designers, who could leverage these
insights to enhance operational efficiency and min-
imize maintenance costs.

The results also suggest for a more nuanced un-
derstanding of model selection and design in predic-
tive tasks. While black-box models may often de-
liver higher prediction accuracy in situations where
ample historical data is available, the incorporation
of domain knowledge via grey-box models can help
achieve similar, if not better, performance with less
data. This highlights the importance of continued
research in hybrid modelling techniques, especially
in domains where data may be costly or difficult to
acquire. While the data-driven models, and espe-
cially the grey-box model showed the highest poten-
tial for the capture of the biofouling modeling and
ship power prediction within the researched period,
its lacking extrapolation capacity was also identi-
fied. Enabling the dataset with more vessels, a wider
range of operational profiles, and later biofouling
growth stages such as barnacle growth, would im-
prove model performance.

From the perspective of ship design, the current
approaches towards predicting fouling are either ab-
sent or rely heavily on rudimentary approximations.
The primary assessments for powering calculations
and ship speed are generally conducted for clean
hulls, given that the biofouling issue is predom-
inantly addressed during maintenance and opera-
tional phases rather than the design stage. Nonethe-
less, pertinent information that could allow for pre-
liminary predictions on biofouling development is
often available even at the early stages of ship de-
sign. The present research was initiated with the
intention to incorporate and utilize this information
effectively. Utilizing the proposed model, it is pos-
sible to craft ship-specific predictions grounded on
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the prospective operational profile and forecasted
environmental conditions. This, in turn, facilitates
more informed decisions regarding the selection of
antifouling systems and the determination of neces-
sary engine margins or propulsion layouts. When
these predictions are coupled with the operational
profile of a yacht, it is possible to calculate the fuel
penalty in conjunction with the costs of antifouling,
docking, and cleaning.
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Abstract
Reducing shipping emissions at an affordable cost is critical and can be achieved through propulsion architecture optimiza-
tion. The multiple choices of components and constraints to be fulfilled (required speed, fuel consumption, maintenance,
...) make architecture design increasingly complex. Some optimization methods have already been used, for example,
to optimize diesel generators (number, type and load) for fuel consumption reduction. More complex architectures have
been studied by including the absence or presence of some components in a superconfiguration but in the end the number
of configurations remains limited. In this study, the ship architecture is not predetermined but is generated by a list of
components associated with constraints and rules, making architecture creation more flexible. The algorithm written for
this purpose follows the principles found in hybrid vehicle design but with adapted rules and components for naval appli-
cations. The main objective of this paper is to explain in detail the topology generation architecture algorithm rather than
to find an optimal architecture for a specific ship. From this perspective, the test cases presented are general to demonstrate
that the algorithm can be applied to various system configurations. The components are linked together based on their
input and output energy type and the architecture is generated to comply with propulsion and hotel load requirements.
Next, physical constraints are added to build realistic designs such as avoiding spurious redundant connections or defining
the maximal occurrence for each component. All the constraints and the generation algorithm are written in Prolog. Two
numerical applications are presented where the list of components covers different types of propulsion (mechanical and/or
electrical with gas turbines and/or diesel engines) along with hotel load or heating requirements.

Keywords: Synthesis design; logic programming; naval propulsion architecture.

1 INTRODUCTION

In engineering design, system architecture can
be increasingly complex to establish due to the
multiple choice of components and the number of
constraints to be fulfilled (performance, cost, en-
vironmental impact, energy savings, maintenance,
etc) [1], [2]. In this context, the design of naval
vessels is particularly critical because of their im-
portant role in transportation or military and the
need for efficiency to meet greenhouse gas reduc-
tion requirements at an affordable cost. In general,
the conception of any system relies on different
levels such as topology, size and control [3], [4].
The topology refers here to the presence/absence
of components and how they are connected to each
other. The “size level” determines the number of
each component in the architecture whereas some
optimal design points are determined at the “con-
trol level”. For a naval design, the topology can
refer to the type of propulsion (electric, mechanical
or hybrid) [5] and how the hotel load is gener-
ated (combined with the propulsion system or not)

whereas the number of diesel engines, for exam-
ple, and their load are determined at the size and
control level respectively. Note that the terminol-
ogy ”topology, size, control” is mostly employed in
hybrid vehicle design whereas ”synthesis, design,
operation” are widely used in ship design literature
[6], [7] referring to the same concepts. In this
article, we focus on the synthesis level as it is a
challenging topic that needs further development
[6].

The architecture at the synthesis level is de-
scribed as a list of components and connections
between two components. Network representation
is used for ship design in [8] to represent zone
decks (e.g hangar, propulsion plant, flight deck) and
their connectivity. The arrangement of the different
nodes is evaluated based on logical and physical
levels, representing the system connectivity and the
spatial locations, respectively. The design explo-
ration of the main users in ship architecture was also
realized in [9]. The components are similar to those
in [8] with some additional details on the propulsion

@2023 Dugast, F. et al. published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons Attribution CC BY
license.
DOI: https://doi.org/10.59490/moses.2023.667
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system : eight options available (COmbined Diesel
And Gas, COmbined Gas And Gas, Hybrid Electric
Drive or Integrated Propulsion System) with two
main propulsion engines and four secondary en-
gines. In these studies, the entire propulsion system
is considered as one object in the ship structure. In
our work, we intend to explore in more detail the
architecture of the propulsion system as it plays a
critical role in ship performance, so the next articles
presented will focus on this topic. In [10], the con-
nections in ship energy distribution systems were
determined by a combination of an adjacency ma-
trix and a genetic algorithm. The adjacency matrix
exhibits unfeasible constraints whereas the genetic
algorithm minimizes the number of connections or
maximizes system reconfigurability. The number of
possibilities for different connections configurations
is very important but the number of each component
is fixed (i.e 4 DG, 4 switchboards, etc) which can
limit design space exploration. Compared to [10],
the number of components is not fixed in [11] but
calculated using an optimization process. However
the absence/presence of components is predeter-
mined by a ”superconfiguration” and at the end the
flexibility of the topology in the architecture is rela-
tively low, relying only on the presence/absence of
HRSG units and with only one HRSG per engine.
Some extensions of this work have been published
to simulate the use of gas turbines [12] or to add
ship resistance for the optimization of ship speed
[13]. A superconfiguration is also used in [14] to
incorporate ORC, Stirling units or thermal storage
systems. Depending on the number of components
and interactions between them, the creation of such
a superconfiguration can become cumbersome or
intractable.

In this article, we propose an algorithm for the
creation of architecture topology by searching for
both the number of possible components and the
connections between them to allow the generation
to go over a large design space. The objective is
to obtain a ship architecture without the use of a
predefined superconfiguration, but with only a list
of components and generic constraints included in a
constraint-satisfactory problem. Automation of the
creation of architecture connections can be useful
to handle an important number of components and
obtaining ship architecture with all possible con-
figurations in an efficient way. Most of the articles
published on this topic have focused on hybrid ve-
hicle design [15]–[19] due to its important market.
For example, Wijknet et al. [19] used the Prolog

(logic programming) language [20] to implement
constraints for powertrain architecture generation
in order to reduce the design space. More details
regarding the architecture generation algorithms for
hybrid vehicles can be found in the review of Hu et
al. [18].

In this work, the architecture is generated with
similar methods developed for hybrid vehicle de-
sign (constraint-satisfaction problem solved in Pro-
log) but with an application on ship architecture.
The connections between components are realized
based on identical input/output energy types and
the algorithm is written to achieve both propulsion
and hotel load requirements. Other constraints are
added to obtain feasible and realistic ship architec-
tures. The algorithm for the architecture topology
generation is presented in Section 2 and two numeri-
cal examples are given in Section 3 as an illustration
of the method.

2 ARCHITECTURE TOPOLOGY GENERA-
TION ALGORITHM

The architecture is described by a list of con-
nections between blocks, where a block can be a
resource, a component or a user. In this case, a
component can be used either for energy conversion
or to gather energy from different sources.The block
database is user-defined and the list of connections
is obtained by logic programming implemented in
Prolog. In this section, the constraints and process
developed to generate the architecture will be de-
tailed. The reference example used throughout the
article is based on the list of blocks in Table 1:

full name input output
Propulsion (prop) sea /
Hotel load (hl) el.network /
Propeller (ppel) mech.en sea
Elec. motor (elm) el.network mech.en
Elec. network (eln) el.en el.network
Gas turbine (gt) fuel mech.en
Diesel engine (de) fuel mech.en
Alternator (al) mech.en el.en
Fuel tank (fuel) / fuel

Table 1: Reference block list

The input and output of a block can be an en-
ergy type or a specific interface name. In Table 1, a
block with no input is a resource (e.g Fuel tank), a
block with no output is a user (e.g Propulsion or Ho-
tel load) and the remaining blocks are components.
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This list has been composed to be representative of
the components for the energy propulsion system of
a large cruise or a naval vessel with possible high
requirements on ship velocity or hotel load. With
the inputs/outputs listed in Table 1, the electricity
supply can be used for either propulsion or hotel
load needs.

2.1 Constraints implementation

The different physical or logical constraints used
to generate the architecture are :

1. Constraint 1 : Two components are linked to-
gether if they share a common input/output, see
Fig. 1

ppel
sea

mech.en

elm
mech.en el.en

ppel
sea mech.en

al
el.en mech.en

Figure 1: Constraint on connection input/output

2. Constraint 2 : From empirical knowledge, it is
assumed that the same connection cannot occur
twice in the elementary chain to avoid unrealistic
architectures. For example in Fig. 2 on top, if an
electric motor is connected to an alternator, this
alternator is not allowed to be connected to an
electric motor again.

Figure 2: Constraints on redundant connection and
shaft allocation

3. Constraint 3 : Only one mechanical component
is allowed per shaft; for example two diesel en-
gines cannot be connected to the same alternator
(see Fig. 2 at the bottom).

4. Constraint 4 : The configuration of the propellers
must exhibit a symmetry pattern, as shown in
Fig. 3.

Figure 3: Constraint on propeller arrangement

5. Constraint 5 : A limitation on the maximal num-
ber of each component is provided (see Table 2
for the blocks listed in Table 1).

Block name Max1 Max2 Max3
Propulsion 1 1 1
Hotel load 1 1 1
Propeller 4 2 4
Electrical motor 4 2 4
Electrical network 1 1 2
Gas turbine 4 2 4
Diesel engine 4 6 4
Alternator 4 6 4
Fuel tank 1 1 1

Table 2: Maximal occurrence of the reference block
list

The maximal occurrence of users (Propulsion,
Hotel load) and resources (Fuel tank) is set to
1. For the components, different cases will be
studied :

• Max1 configuration : all the occurrences are
arbitrarily set to four apart from the electrical
network, as a good compromise between the
diversity and compactness of the architecture

• Max2 configuration : the maximal occur-
rences are based on values found in literature
([13], [21])

• Max3 configuration : identical to Max1 but
with two electrical networks
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2.2 Architecture construction

The generation of the architecture is divided in
five main steps :

1. Research of the elementary chains required for
each user, the definition of an elementary chain
will be given later;

2. Construction of the architecture structure based
on the maximal mutualization (i.e with the small-
est possible number of components) of all the
elementary chains;

3. Determination of the occurrence of each group
found in the architecture structure. This choice
considers constraints based on the maximal num-
ber of each component;

4. Creation of the architecture connections;
5. Creation of the diagram of nodes and edges for

visualization.

In step 3, the system of equations is generated
manually from step 2 at this point. Au automation
of this step is currently under development. For
step 5, the graph generation algorithm has not been
deeply investigated at the moment so it is sometimes
necessary to manually adjust the node locations to
avoid overlapping. Otherwise all the other steps
are done automatically by the algorithm. After this
process, the architecture is given as a list of connec-
tions between components. Each component name
is composed of the component key and a unique
number to distinguish between all the components.

2.2.1 Creation of elementary chains

An elementary chain (EC) consists of a minimal
number of connections that can bring power to a user
in the ship architecture, that is, propulsion or hotel
load, in the example given above. Starting from a
user, the connections are established based on the
input and output of each component. Components
A and B are connected if the output of A is equal
to the input of B based on Constraint 1. If several
connections are possible for the block A, each con-
nection creates a different EC. In Table 1, there is
only one input and one output for each component
but it is possible to specify several inputs or outputs
if necessary. The research on the corresponding
inputs and outputs is also restrained by Constraint
2 and the EC ends when a block without output is
encountered. The list of ECs based on the example
in Table 1 is shown in Fig. 4.

1: prop ppel elm eln al de fuel

2: prop ppel elm eln al gt fuel

3: prop ppel de fuel

4: prop prl gt fuel

5: hl eln al de fuel

6: hl eln al gt fuel

Figure 4: List of ECs for the reference block list

The first four elementary chains represent dif-
ferent ship propulsion alternatives : electric (ECs 1
and 2) or mechanical (ECs 3 and 4). For both op-
tions, diesel engines or gas turbines can be used to
deliver mechanical power. The last two elementary
chains provide an hotel load for the ship, with either
diesel engines or gas turbines.

2.2.2 Construction of the architecture struc-
ture

The structure is a combination of all the elemen-
tary chains found for the set of components. The
elementary chains have some components in com-
mon so one component can belong to several ele-
mentary chains if it does not violate any constraint,
it is called mutualization in the following of the ar-
ticle. For example, the components diesel engine
and alternator are both in the elementary chains 1
and 5, see Fig. 5.

Structure with mutualisation of elementary chains

prop1 ppel1 elm1 eln1 al1 de1 fuel1

hl1
G1

Structure without mutualisation of elementary chains

Elementary chain 1 Elementary chain 5

prop1 ppel1 elm1 eln1

al1 de1

al2 de2

fuel1

hl1 G2

G3

Figure 5: Mutualization of elementary chains in the
architecture structure

At this stage, two options are possible to rep-
resent it : a mutualization of the diesel-alternator
to combine both EC 1 and EC 5 into one group
(see G1 on top of Fig. 5) or a separation into two
groups for each elementary chain (see G2 and G3
at the bottom of Fig. 5). When this case is encoun-

108



tered, the mutualization is always chosen to avoid
duplicate architectures in the end. Indeed after the
creation of the architecture structure, the occurrence
of each components is decided and for example, the
architecture with one group G2 and no group G3
would be the same than with no group G2 and one
group G3. However the same configuration is only
represented by one group G1 for the structure with
mutualization which is more advantageous. For the
set of components indicated in Table 1, the architec-
ture structure is presented in Fig. 6. One can see that
for the electricity generation with the diesel engine
and the gas turbine, one alternator is dedicated to
each component due to Constraint 3. The presence
(=1) or absence (=0) of each elementary chain in
the architecture structure is summarized in Table 3.

prop1

ppel1

ppel2

ppel3

elm1 eln1

al1

al2

de1

gt1

de2

gt2

fuel1
hl1

G1

G2

G3

G4

G5

Figure 6: Architecture structure 1

EC G1 G2 G3 G4 G5
1 1 0 0 1 0
2 1 0 0 0 1
3 0 1 0 0 0
4 0 0 1 0 0
5 0 0 0 1 0
6 0 0 0 0 1

Table 3: Relationships between groups and elemen-
tary chains

2.2.3 Occurrence of the architecture structure
groups

After the creation of the architecture structure,
the next step to obtain a complete definition of the
architecture topology is to define the occurrence of
each component in the structure based on the maxi-
mal number of each component defined by the user
and on some constraints. When some components
are linked together due Constraint 3, they are linked
together in a group because their occurrence must

be the same. The different groups are represented
by red boxes in Fig. 6 and the number of occurrences
of each group Gi is indicated as NGi. This vector is
determined by the following system of equations :

NGi ∈ [0,∞], i ∈ [1, 5]

0 < NG4 +NG5 ≤ Nmax
al

0 < NG1 +NG2 +NG3 ≤ Nmax
ppel

NG2 +NG4 ≤ Nmax
de

NG3 +NG5 ≤ Nmax
gt

checkSymmetry1(NG1, NG2, NG3)

(1)

Generally the number of occurrence of one
group can be zero in order to indicate the absence
of a specific part of the architecture structure. How-
ever the users needs (propulsion and hotel load)
must always be met, that is why the constraints
NG1+NG2+NG3 > 0 and NG4+NG5 > 0 exists,
due to the propulsion and hotel load requirement
respectively. The function checkSymmetry1 verifies
Constraint 4 by counting the number of pairs of each
different components connected to the propellers.

From this point, the exhaustive search for the
NGi is performed in Prolog based on the constraints
in (1). Note that the NGi could also be found by an
optimization process if a physical model and data
are available but it is beyond the scope of this article.

2.2.4 Creation of architecture connections

Once the number of each group is determined,
there is a potential last degree of freedom in the
architecture generation regarding how two compo-
nents from different groups are connected together.
For example, if there is more than one electrical
network in the architecture and several alternators,
one could find different ways of connecting these
components, as shown in Fig. 7.

Configuration 1

eln1al1

eln2al2

Configuration 2

eln1al1

eln2al2

Configuration 3

eln1al1

eln2al2

Figure 7: Architecture connections configurations

Note that some configurations are not repre-
sented in this figure as there would be similar to
one of the three configurations already drawn by as-
suming that components 1 and 2 are identical. One
drawback of these different configurations is the re-
quirement of additional variables, that is the energy
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partition between the different components if the ar-
chitecture is to be calculated with a physical model.
In addition, it can lead to identical performance at
the end depending on the energy partition. For ex-
ample, the energy gathered in eln1 and eln2 will be
the same for configurations 1 and 3 if the energy is
equally balanced in configuration 3. Therefore, the
maximal number of electrical networks has been
usually set to 1 in Table 2 and Table 6. A study
has been added about the use of two electrical net-
works if redundancy is a critical criterion in the ship
design.

3 ARCHITECTURE GENERATION RE-
SULTS

In the following numerical cases, calculations
and timings have been performed on a standard lap-
top computer.

3.1 Reference case

Based on the architecture structure presented in
Fig. 6, different architectures are shown in Fig. 8.

G1 = 0, G2 = 0, G3 = 1,
G4 = 2, G5 = 0

Architecture 1 prop1 ppel1

eln1
al1

al2

de1

de2

gt1

fuel1

hl1

Architecture 2
G1 = 1, G2 = 0, G3 = 0,
G4 = 1, G5 = 2

prop1 ppel1 elm1

eln1

al1

al2

al3

de1

gt1

gt2

fuel1

hl1

Architecture 3
G1 = 2, G2 = 0, G3 = 1,
G4 = 1, G5 = 1

prop1

ppel1

ppel2

ppel3

elm1

elm2

eln1 al1

al2

de1

gt1

gt2
fuel1

hl1

Figure 8: Architecture generation results 1

Architectures 1, 2 and 3 exhibit a pure mechan-
ical, a pure electrical and a mechanical-electrical
propulsion, respectively. The number of architec-
tures obtained and the corresponding computational
time depend on the maximal occurrence of each
components, and the results have been gathered in
Table 4.

Max1 Max2 Max3
Number of architectures 226 82 1888
Computational time (ms) 29 9 98

Table 4: Architecture results for the reference case

3.2 Case 2

The same methodology is applied to a more com-
plex set of components to evaluate the flexibility of
the algorithm. This example is referred to as Case
2 in the following section. The list of components
still refers to a standard ship architecture propulsion
but it also considers the production and circulation
of heat. The heat can be used from the engines to
produce steam, which can then be used either for
heating or as an input to a steam turbine. The list
of components for this second case along with their
inputs and outputs are given in Table 5.

full name input output
Propulsion (prop) sea /
Hotel load (hl) el.network /
Heating (heat) steam /
Propeller (ppel) shaft sea
Shaft (shaft) mech.en shaft
Elec. motor (elm) el.network mech.en
Elec. network (eln) el.en el.network
Gas turbine (gt) fuel mech.en,heat
Steam turbine (st) steam mech.en,heat
HRSG (hrsg) water,heat steam
AB (ab) fuel,water steam
Diesel engine (de) fuel mech.en,heat
Alternator (al) mech.en el.en
Fuel tank (fuel) / fuel
Water tank (water) / water

Table 5: Case 2 : block list

hl eln alt st hrsg

gt

water

fuel

Figure 9: Elementary chain example for Case 2

HRSG and AB represent the heat recovery steam
generator and auxiliary boiler, respectively. One
change to the reference case is the use of several
keywords for some components in input or output.
For example, both water and heat are required to pro-
duce steam in the HRSG component. It means that
on the elementary chains, one component can have
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several connections, as seen in Fig. 9. The number
of elementary chains for this case is 18 compared
to 6 for the reference case : 10 for propulsion, 5 for
hotel load and 3 for heating. Also in this example,
multiple components can be connected to the same
shaft but the diesel engines and turbines cannot be
connected simultaneously on a drive shaft and on
a alternator. Based on the list of components and
on these rules, the architecture structure is shown in
Fig. 10.

fuel1

water1

al1 de1

al2 gt1

shaft1

de2elm1

gt2

ppel1

hl1 eln1

prop1 ab1

hrsg1

heat1
al3

st1

st2

G1

G2

G3

G4

G5

G6

G7

G8

Figure 10: Architecture structure 2

The study about the influence on the maximal
occurrence of each component is also performed
for this case, see Table 6.

Block name Max1 Max2 Max3
Propulsion 1 1 1
Hotel load 1 1 1
Heating 1 1 1
Propeller 4 2 4
Shaft 4 2 4
Elec. motor 4 2 4
Elec. network 1 1 2
Gas turbine 4 2 4
Steam turbine 4 2 4
HRSG 1 1 1
AB 1 1 1
Diesel engine 4 2 4
Alternator 4 2 4
Fuel tank 1 1 1
Water tank 1 1 1

Table 6: Maximal occurrence of the block list for
Case 2

Apart from the users (heat,p,hl) and the re-
sources (water,fuel), the components ab,hrsg and

eln have been set to 1 for simplification. At the end
of topology generation, the objective is to evaluate
the architecture performance based on its fuel con-
sumption to achieve a user requirement (specified
speed, hotel load and heating) and the speed seems
the most critical goal so the focus is on the diesel
engines and turbines configuration rather than on
the steam generation process here.

Based on the structure in Fig. 10, the follow-
ing system of equations is solved to determine the
architecture set :

NGi ∈ [0,∞], i ∈ [1, 8]

0 < NG8 < min(Nmax
ppel , N

max
shaft )

NG6 +NG4 +NG3 +NG7 > 0

0 < NG1 +NG2 +NG5 ≤ Nmax
al

NG5 +NG6 ≤ Nmax
st

NG7 ≤ Nmax
elm

NG2 +NG4 < Nmax
gt

NG1 +NG3 < Nmax
de

checkSymmetry2(NG3, NG4, NG7, NG8)

(2)

The function checkSymmetry2 ensure that ev-
ery driving shaft is connected to the same com-
ponents by checking mod(NGj , NG8) = 0 with
j = [3, 4, 6, 7]. Solving the system (2) leads to
the following results in Table 7:

Max1 Max2 Max3
Number of ar-
chitectures

11143 3011 420703

Computational
time (ms)

440 163 16710

Table 7: Architecture results for Case 2

Compared to the reference case with the Max1
configuration, there are 50 times more architectures
in Case 2 but the simulation time only increased by
a factor 15 so it demonstrates a good scalability of
the algorithm. Three examples are shown in Fig. 11.
Architecture 1 represents a mechanical propulsion
with two gas turbines on one driving shaft. Archi-
tecture 2 is also a mechanical propulsion but with
two driving shafts. In this configuration each gas
turbine is connected to one shaft only. Finally, Ar-
chitecture 3 is an electrical propulsion with two gas
turbines for the electricity generation and one elec-
tric motor for propulsion.
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Architecture 1

fuel1

water1

al2 de2

al1 de1
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gt1
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hl1 eln1

prop1
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G2 = 0,
G3 = 0,
G4 = 2,
G5 = 0,
G6 = 0,
G7 = 0,
G8 = 1

Architecture 2

f1

water1

al1 de1

al2 gt1

shaft1

shaft2 gt3

gt2ppel1

ppel2

hl1 rel1

prop1

ab1

hrsg1

heat1

G1 = 1
G2 = 1
G3 = 0
G4 = 1
G5 = 0
G6 = 0
G7 = 0
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Architecture 3 f1

water1

gt1

gt2

al1

al2

eln1

shaft1

elm1

ppel1

hl1

prop1
ab1

hrsg1

heat1

G1 = 0, G2 = 2, G3 = 0,
G4 = 0, G5 = 0, G6 = 0,
G7 = 1, G8 = 1

Figure 11: Architecture generation results 2

4 CONCLUSION

An architecture generation algorithm for naval
applications has been presented in this article. The
presence/absence of components and their connec-
tions with each other are determined with some con-
straints implemented in the logic programming lan-
guage Prolog. The definition of input/output key-
words for each component along with general con-
straints (prevention of redundant connections, limi-
tation of the maximal number of components) made
the algorithm easily adaptable for different configu-
rations. Next, a large number of architectures have
been found in a short computational time using con-
straint logic programming combined with architec-
ture structure construction. Two numerical exam-
ples has been provided to illustrate this method,
leading to diverse feasible architectures with differ-
ent properties (mechanical or electrical propulsion,
use of diesel engines or gas turbines among others).
One perspective of this work is to add components
for energy storage (batteries) and for a more detailed
description of the mechanical part of the architec-
ture (gearboxes and clutches). Also it is desirable to
have more generic keywords for input and output of
the components. For example, the keyword ”sea”
was chosen for the output of the propeller in the ref-
erence list in order to get a connection for the block
Propulsion but adding custom keywords for specific

connections could be difficult to handle for a larger
list of components so it will be addressed in future
research.
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Abstract 

This paper includes a part of the findings of an international research project, called HEMOS, funded by the EU through 

the Horizon Europe program, with the aim of decarbonizing the maritime sector. This study focuses on the use of dynamic 

simulation and optimization to identify policies and technologies for reducing carbon emissions and enhancing the energy 

efficiency of cruise ships. The primary findings of the study, which sought to identify the ideal ship plant topology, are 

presented with a particular emphasis on the optimization of the thermal and energy behaviour of a case study cruise ship. 

By exploiting the developed simulation model and the optimization procedure applied to the Allure of the Seas of the 

Royal Caribbean Group, potential efficiency measures were identified to enhance the overall efficiency of energy 

utilization. Several scenarios, including diverse energy efficient user technologies, were analysed and optimized with the 

aim of providing guidelines for the design of future ships. According to the obtained numerical results, the application of 

thermal devices for the utilization of on-board waste heat and the implementation of a fuel cell powered by bio-LNG can 

result in significant primary energy savings of up to approximately 17%, demonstrating that workable solutions to 

improve the energy efficiency of ships are already available. 

Keywords: Ship energy efficiency, dynamic simulation, energy optimization, waste heat recovery, green fuels.  

1. INTRODUCTION 

With the goal of reducing greenhouse gas 

(GHG) emissions in international shipping, the 

IMO Marine Environment Protection Committee 

(MEPC 80) recently established new goals and 

policies [1]. The transition to cleaner energy 

sources requires considerable reductions in GHG 

emissions from ships to be achieved through the 

implementation of technologies, fuels, and energy 

sources with low or zero GHG emissions. The 

updated IMO GHG Strategy, FuelEU maritime 

initiative, and recent international agreements 

comprise ambitious goals to achieve net-zero GHG 

emissions from international shipping by 2050, 

including a commitment to secure the use of 

alternative fuels with zero or nearly zero GHG 

emissions by 2030, and suggested checkpoints for 

2030 and 2040 [2], [3].  
According to international institutions and 

governments [1], [2], large ships such as cruise 

ships are thus required to gradually reduce GHG 

emissions and air pollutants, use a fuel mix that 

includes renewable fuels, and consider on-shore 

power supply when in ports [4]. Despite the 

technologies and measures that can be 

implemented to enhance the energy efficiency of 

cruise ships, particularly in the context of cooling 

and overall energy management, a holistic 

approach that combines several strategies will 

likely yield the best results. From this point of 

view, the use of sophisticated energy analysis 

techniques allows for a thorough understanding of 

the energy behaviour of ships, facilitating the 

identification of energy-saving opportunities and 

the implementation of effective design 

modifications [5].  

In the context of cruise ships, dynamic 

simulation can be used to model the ship's energy 

consumption, heat flows, and cooling requirements 

under various conditions [6]. The application of 

dynamic analysis in ship design or refurbishment is 

crucial for achieving these objectives. 

Simultaneously, in the context of cruise ship 

energy efficiency, optimization techniques can be 

applied to maximize energy savings and minimize 

energy consumption [7]. 

Dynamic analysis enables the evaluation of the 

variable behaviour of a ship's energy system, its 

interaction with the weather, and the variability of 

its electrical and thermal requirements. The energy 

efficiency and viability of on-board production 

systems, including diesel engines and oil-fired 

boilers, are significantly affected by load 

variability, particularly the electrical demand 
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related to propulsion. Therefore, to properly model 

and simulate the ship energy system, it is vital to 

thoroughly understand these load behaviours. At 

the same time, optimization is necessary to 

investigate several potential layouts while 

specifying the optimal design parameters and 

operating conditions for the complete ship system 

[8]. The exploitation of waste heat from the main 

engines to power thermally activated technologies 

and the optimization of the energy management of 

heat are now becoming the standard for shipowners 

[9].  

Several studies are available in the literature on 

the sustainability of ship energy systems, taking 

into account various approaches (such as model 

based design [10], dynamic simulation [11], 

optimization [12], analytical analysis [13], multiple 

techniques [14], life cycle assessment, and 

experiments [15]), and highlighting the solutions 

more frequently implemented (evaluation of 

different propulsion systems, implementation of 

heat recovery, thermal boilers, electric auxiliary 

systems, or emission abatement) [16], [17].  

Promising results have been obtained by 

implementing the dynamic simulation to achieve a 

holistic approach to find the most effective and 

energy efficient technologies and their mix (e.g. 

absorption chiller, steam turbine, Organic Rankine 

Cycle machine, fuel cells), the best control logics 

to be implemented on-board [6, 18], and to provide 

more knowledge on advanced fuels and relative 

crucial issues for ship applications [7]. The 

analysis of the literature highlights that most of the 

proposed energy efficiency measures for ship 

applications include the exploitation of the thermal 

energy produced from the on-board engine system; 

different level temperature energies are, in fact, 

available on board to be properly exploited to 

satisfy users’ needs (e.g. domestic hot water, air 

conditioning, etc.) or to produce energy from 

thermally activated technologies. Among the 

technologies that can be used for waste heat 

recovery, there are Rankine cycle machine [19] 

also based on organic fluids [20], supercritical 

Rankine cycle, Kalina cycle [21], exhaust gas 

turbine systems, absorption chillers, etc.. 

Obviously, the optimal configuration depends on 

several aspects (such as the initial configuration, 

actual energy requirements, and boundary 

conditions), suggesting that a unique solution 

cannot be achieved [22]. Moreover, the optimal 

solution for a specific ship must be properly 

assessed by using dynamic simulation and 

optimization [23]. This strategy not only improves 

energy efficiency, but also reduces the risks 

associated with operating adjustments and 

shipowner expenditures in new technologies. 

1.1 Aim of the work 

The research activity described in this paper is 

centred in this framework. The study is part of the 

HEMOS research project on the development of a 

dynamic simulation tool for the optimization of the 

on-board waste heat and of the energy efficiency of 

large cruise ships. The tool is finally used to 

identify suitable technologies to be implemented 

on-board an existing ship, the Allure of the Seas, 

an Oasis class ship of the Royal Caribbean Group 

(RCG). To this aim, several simulation 

environments (Revit, EnergyPlus, TRNSYS and 

MATLAB) were used to model the ship envelope 

and its energy systems. The developed holistic 

approach enables the investigation of diverse 

optimal solutions that can guarantee energy 

savings and support the on-board implementation. 

A comprehensive assessment of ship energy 

performance has been recently published [24], and 

the optimization procedure and its main findings 

are described in this paper. The entire procedure 

enables the evaluation of the proposed solutions 

and of the set of operating parameters that improve 

the selected objective functions (minimum fuel 

consumption) while satisfying some constraints 

(e.g. comfort levels, fresh water production, ship 

speed). Multiple configurations were considered to 

find the most energy efficient and effective layouts 

and the mix of technologies to be implemented on-

board the Allure of the Seas. The ultimate goal of 

this study is to provide answers to various research 

concerns regarding how to use current and cutting-

edge technologies and fuels to ensure compliance 

with changing environmental requirements and 

standards [25]. Some questions can be formulated 

as follows: 
▪ What strategies and technologies can enhance 

fuel efficiency, reduce emissions, and ensure 

compliance with the evolving environmental 

regulations and targets? 
▪ How can waste heat recovery systems be 

improved to capture and reuse energy effectively?  
▪ What and how can emerging technologies be 

combined and implemented on ships to improve 

their energy efficiency? 
▪ Which alternative fuels can feasibly support the 

maritime environmental transition? 

2. MATERIAL AND METHOD 

2.1 Modelling and simulation of ship 

The ship under investigation was the Oasis class 

ship Allure of the Seas of Royal Caribbean (RCG). 

Schematic drawings and data used to develop the 

ship model were provided by the shipowner and 

retrieved from public repositories [26], as shown in 

Figure 1. The energy analysis of the ship, 
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conducted in previous studies [24], [27], was used 

as the starting point for the optimization analysis 

here described.  

 

 
Figure 1. 3D model of the Allure of the Seas. 

Dynamic simulations were conducted to assess 

the energy performance of a ship system by 

considering the interaction between its envelope, 

which is seen as a moving building, and its 

integrated systems. Details about the case study 

ship envelope are reported in reference [24], 

whereas key information regarding its energy 

systems is reported hereinafter. The main 

geometrical features of the ship, information on the 

dimensions and capacity, and power systems are 

summarized in Table 1.  

The modelling of the ship was carried out by 

considering the ship geometry with the aim of 

assessing the real thermal behaviour of the Allure 

of the Seas. Several simplifications and 

assumptions were considered to perform dynamic 

simulations of a complex ship system, as detailed 

in reference [24] regarding the ship envelope. 

 
Table 1. Info about the Allure of the Seas. 

Built STX Europe Turku Shipyard, Finland. 

Delivered on October 28th, 2010. 

Classification society DNV 

Sister ships Oasis of the Seas (2009), Harmony of 

the Seas (2016), Symphony of the Seas 

(2018), Wonder of the Seas (2022), 

Utopia of the Seas (planned 2024) 

Length,  361.82 m 

Beam 47 m at waterline (max 65.47 m) 

Height 72 m above waterline 

Draught 9.15 m (max 9.3 m) 

Gross tonnage 225֗282 GT 

Decks 16 passenger decks, 18 decks in total 

Capacity 5492 passengers, 2200 crew 

Installed power Diesel-electric type power plant 

3×13860 kW (Wärtsilä 12V46D) 

3×18480 kW (Wärtsilä 16V46D) 

Propulsion 3×20 MW ABB Azipods 

4×5500 kW bow thrusters 

 

Autodesk Revit was used for the 3D modelling 

of the case study ship envelope (to assess its 

thermal behaviour), whereas TRNSYS and 

MATLAB were used to model the heat energy 

system of the ship. Figure 2 shows the prospects of 

the Allure of the Seas merged with its Revit model, 

which was created by zoning the ship considering 

thermo-hygrometric conditions and usage. 

 
Figure 2. Merge of ship prospect and Revit model. 

The existing on-board heat energy system is 

illustrated in Figure 3, and its main equipment is: 

▪ 3 Wärtsilä 16V46D-CR (DG 1 - 3); 

▪ 3 Wärtsilä 12V46D-CR (DG 4 - 6); 

▪ 3 plate Heat exchangers by Alfa Laval (HEX 1 - 3); 

▪ 3 plate Heat exchangers by Alfa Laval (HEX 4 - 6); 

▪ 3 Exhaust Gas Boiler Unex G-622 (EGB 1 - 3); 

▪ 3 Exhaust Gas Boiler Unex G-533 (EGB 4 - 6); 

▪ 2 Oil Fired Boiler Aalborg MISSION (OFB 1 - 2); 

▪ 4 Multi Stage Flash Evaporators Hamworthy; 

▪ 5 electrical chillers; 

▪ 2 Reverse Osmosis unit by Triton Water; 

▪ Several heat exchangers are used to feed thermal 

users (e.g. Air Conditioning, Domestic Hot Water). 

A simulation model of the ship, which is 

necessary to assess the heating and cooling 

demands, was developed and implemented in 

Autodesk Revit, OpenStudio and EnergyPlus. The 

obtained electricity, heating and cooling load 

profiles were processed to simulate the behaviour 

of the waste heat recovery system coupled with 

ship engines and the heat integration of boilers, 

which is necessary to assess the energy 

performance of the existing energy system, namely 

the reference layout (RL). 

 
Figure 3. Sketch of the existing heat energy system. 

The energy system was modelled in TRNSYS 

and MATLAB, where all components and their 

logical and physical connections were 

implemented to simulate the operation of the 

existing ship generation plant. The MATLAB tool 

takes detailed EnergyPlus simulation results and 

the information retrieved by the ship building 

model developed in the BIM environment as 
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inputs. The performance curves provided by 

manufacturers, physical algorithms, and 

conversion coefficients were considered to account 

for all operating conditions [27]. For the propulsion 

power input, a cubic curve was obtained as a 

function of the ship speed provided by the RCG 

data measurements [27]. A route was established to 

evaluate the electrical needs of the most energy 

intensive user of the ship; its itinerary is depicted 

in Figure 4.  

 
Figure 4. Simulated route of the ship. 

Simulations were performed considering a 6-

day round trip in the Western Caribbean Seas. The 

weather files used in the analysis includes 

historical data for the outdoor temperature, solar 

irradiance, and other relevant variables. 

A brief explanation of the ship system function 

is reported below. Each main engine (DG) is 

equipped with an independent low-temperature 

(LT) cooling system for the generator, lubricating 

oil, and charge air cooler second stage, as well as a 

high-temperature (HT) cooling water circuit for the 

cylinders, charge air cooler first stage, and 

turbochargers. By carefully mixing with the LT 

cooling circuit and by heating the waste heat 

recovery (WHR) circuit, the HT circuit's inlet 

temperature is maintained between 77 and 79 °C. 

The sea water pump speed is adjusted by a 

frequency converter setpoint to maintain the 

temperature of the LT circuit between 36 and 38 °C 

(all extra heat discharged into the sea). 

Four multi stage flash (MSF) evaporators and 

two reverse osmosis (RO) systems are used to 

produce fresh water while the ship is sailing. With 

a storage capacity of 6216 m3, the theoretical 

production capacity is 4100 m3/day. The WHR 

secondary circuit and steam booster heaters heat 

the evaporators. The heating medium of the 

evaporator, the WHR water, moves through the 

heat exchangers. According to the design 

specifications, a steam booster provides extra heat 

if necessary. RO plants are made up of high-

pressure filtering units that filter seawater using 

semipermeable reverse osmosis membranes; a 

high-pressure pump aids in the filtration process by 

forcing water through them. 

The heating and cooling needs of the air-

conditioning plant are met by the air conditioning 

system of the ship. The intended summertime 

cooled water temperature is 6°C, whereas the 

maximum reheated water temperature is 80/60°C. 

WHR circuit preheats domestic hot water (DHW). 

The MSF receives heat from the diesel engines' 

WHR before being transferred to the AC and DHW 

heat exchangers. Steam is the main source of heat 

transfer on the cruise ship. Six exhaust gas boilers 

(EGB), one for each engine, and two oil fired 

boilers (OFB), which serve as backups, make up 

the steam generation system. The EGBs produce 

steam at a pressure of 8 bar by recovering heat from 

the main engine exhaust gases. Heavy Fuel Oil 

(HFO) is used to power diesel engines, and Marine 

Gas Oil (MGO) to power oil-fired boilers. 

According to the simulations, the main energy, 

economic and environmental parameters of the RL 

are listed in Table 2. 

 
Table 2. Reference system (RL) key parameters. 

Parameter (per itinerary)  unit 

Primary energy 8.82 (GWh) 

Primary energy w/o propulsion 4.51 (GWh) 

Operating cost 477 (k€) 

CO2 emissions 2369 (t) 

2.2 Optimization procedure: methodology, 

investigated technologies, and layouts 

To meet the energy efficiency and sustainability 

goals for the case study ship and, more generally, 

for the Oasis class ships from RCG, a full design-

oriented optimization of the ship-energy system is 

carried out. The objective of optimization is to 

identify the best set of technologies and design 

approaches for a ship's (new or redesigned) 

construction that will enable energy savings and, 

thus, achieve stringent environmental goals. 

Additionally, economic and environmental criteria 

were considered to simultaneously evaluate the 

system financial feasibility and cost-effectiveness, 

as well as its potential in terms of environmental 

sustainability. An example of the optimization 

process is reported in Figure 5. 

 
Figure 5. Optimization process 
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As energy objective function, the Primary 

Energy Saving (PES) is evaluated as:  

RL PL RL PL

t t
RL RLt t

PE PE m m
PES

PE m

   − −
= =   

   
   (1) 

where PE and m are the primary energy referred 

to the considered fuel and related burned mass, 

respectively, in the reference (subscript RL) and 

proposed (subscript PL) system layouts. PES can 

be calculated by considering propulsion (PES w/ 

prop.) or neglecting it (PES w/o prop.). This 

objective function must be maximized to reduce 

the ship energy needs and its pollutant emissions; 

accordingly, the associated avoided carbon dioxide 

emissions (ΔCO2) are calculated as: 

2 ( )HFO RL PLt
CO f m m = −  (2) 

where fHFO is the CO2 equivalent emission 

factor of the considered fuel. Note that, similar 

formulas can be adopted for all pollutants (e.g. 

SOx, NOx, and PM2.5) [18].  

Conserning the economic evaluation, the 

Simple Payback Period (SPB) is evaluated as: 
1
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where Ji is the capital cost calculated as in 

equation (4), m is the mass of consumed fuel, cHFO 

and cMGO are the unitary cost of consumed fuels 

(HFO and MGO), mfw and cfw are the mass and 

unitary costs of bunkering freshwater at port, M is 

the maintenance cost. The denominator of equation 

(3) represents the reduction in operating cost 

(ΔOPEX). 
in

i i iJ m x=  (4) 

When compared to the reference layout (RL), each 

proposed system (PL) involves modifications to 

the size of the system components or the 

introduction of new energy-efficient technologies; 

therefore, similar objective functions should be 

considered. The expenditure (CAPEX) and 

operating (OPEX) costs considered in this analysis 

are reported in Table 3 and Table 4 [13], [28]. 

Table 3. Capital cost of each technology. 

CAPEX Technology m unit 

JRO Reverse osmosis 4175 (€·d/ m3) 

JMSF Multi stage flash 12035 (€·d/ m3) 

JSAC 
Single stage 

absorption chiller 300 (€/kWc) 

JDAC Double stage 
absorption chiller 

390 (€/kWc) 

JVCC Vapour 
compressor chiller 

150 (€/kWc) 

JORC 
Organic Rankine 

Cycle system 6500 (€/kWe) 

JMCFC 
Molten Carbonate 

Fuel Cell 4500 (€/kWe) 

JST Steam Turbine 1140 (€/kWe) 

 

Table 4. Operative costs. 

Operative costs unit 

HFO 627.0 (€/t) 

MGO 838.5 (€/t) 

Green LNG 2124 (€/t) 

LNG 708 (€/t) 

 

A number of cutting-edge technologies, 

including promising thermal and non-thermal 

devices, have been proposed and investigated to 

increase the on-board energy efficiency. Starting 

from RL, the PLs, not fully described for the sake 

of briefness, are as follows:  

1. Layout 1: RL + a wet steam turbine (WST) that 

exploits excess steam otherwise wasted. 

2. Layout 2: RL + a single effect absorption chiller 

(SAC) implemented on HT WHR circuit. 

3. Layout 3: RL + a double effect absorption chiller 

(DAC) that exploits excess steam otherwise wasted. 

4. Layout 4: RL + an Organic Rankine Cycle machine 

(ORC) implemented on HT WHR circuit. 

5. Layout 5: RL + a combination of a WST, a SAC and 

a DAC. Here, two scenarios are considered: i) 

scenario 1 without an efficient engine activation 

strategy: the reduction of the electrical power from 

engines due to the use of WST and SAC/DAC causes 

lower part load ratios and electrical efficiencies; ii) 

scenario 2 with an efficient engine activation 

strategy: the engines are run in a way that ensures the 

best electrical efficiency. 

6. Layout 6: RL + a mix of different high-performance 

technologies, such as WST, SAC, DAC, and a 

Molten Carbonate Fuel Cell (MCFC), plus operating 

logics for the exploitation of waste heat recovery 

from the LT circuit, the control of the return 

temperatures on the HT secondary circuit, and the 

proper and optimal activation of RO and MSF units 

for variable freshwater production. The MCFC also 

provides heat to high temperature users. Because the 

fuel cell run on a variety of fuels (hydrogen, natural 

gas, biofuels, etc), the use of Liquified Natural Gas 

(LNG) or bio-LNG has been investigated.  

A summary of the range of variation, with 

minimum and maximum values, of all parameters 

considered in the optimization procedure relative 

to each investigated Layout (from 1 to 6), is 

provided in Table 5. 

Table 5. Optimization process parameters. 

Parameters 
Range 

(min - max) 

WST, nominal flowrate (t/h) 3 - 12 

WST, outlet pressure (bar) 0.7 - 2 

SAC, cooling power (kW) 105 - 4571 
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DAC, cooling power (kW) 176 - 3868 

MCFC, electrical power (kWe) 1400 - 2800 

RO, number of units (-) 2 - 4 

MSF, number of units (-) 1 - 3 

Return tempererature HT secondary circuit (°C) 71 - 74 

Return temperature LT circuit (°C) 36 - 40 

Use of bio-LNG to power fuel cell (-) Yes or No 

3. RESULTS AND DISCUSSION 

Previous layouts were analysed by focusing on 

three different selection criteria: economic, energy, 

and utopia point. The latter corresponds to the ideal 

solution in the objective space, which 

simultaneously represents the best possible value 

for all objectives. The utopia point may not be 

reachable in practice but can be considered to find 

the solution closer to the ideal one. The point of the 

real optimum is the point on the Pareto front at the 

minimum geometric distance from the utopia point. 

Focusing on the entire procedure, the potential PES 

(w/ prop.) versus CAPEX for each configuration is 

shown in Figure 6. 

 
Figure 6. Possible configurations analysed: results. 

On the left side of Figure 6, it is possible to see 

two clouds of results:  

• Blue cloud: it includes the configurations 

relative to the heat recovery optimization 

obtained considering Layouts 1, 2, 3, 4 and 

Layout 5 scenario 1 (with no efficient engine 

activation strategy). PES values range from 0 to 

3% corresponding to CAPEX up to 2.5M€. 

• Orange cloud: it refers to all configurations 

relative to the heat recovery optimization plus 

the engine management control logic; thus, all 

configurations were obtained considering 

Layouts 1, 2, 3, 4, Layout 5 scenario 2, and 

Layout 6 without a FC. The energy 

management control logic allows for a 

remarkable increase of PES (from 

approximately 2 to 7%), without changes in 

CAPEX with respect to the blue cloud results. 

On the right side of Figure 6, configurations 

incorporating the MCFC (two different sizes are 

considered, 1.4 and 2.8 MWe), fuelled by either 

LNG or bio-LNG, are explored:  

• Yellow cloud: it refers to the configurations of 

Layout 6 implementing a MCFC of 1.4 MWe 

fuelled with LNG. These configurations show a 

similar range of PES (from approximately 2 to 

7.5%) obtained by the heat recovery 

optimization plus the engine management 

(orange cloud), while CAPEX is up to four 

times higher (from approximately 6.2 to 9.2 

M€). 

• Violet cloud: it refers to the configurations of 

Layout 6 implementing a MCFC of 1.4 MWe 

fuelled with bio- LNG. The use of bio-LNG 

offers a large rise in PES, almost doubled (from 

roughly 7 to 12%), with the same CAPEX. 

• Green cloud: it refers to the configurations of 

Layout 6 implementing a MCFC of 2.8 MWe 

fuelled with LNG. These configurations show a 

similar range of PES obtained by the heat 

recovery optimization plus the engine 

management (orange cloud) and by Layout 6 

with 1.4 MWe MCFC fuelled with LNG (yellow 

cloud), while CAPEX is significantly higher 

(from roughly 12.5 to 15.5 M€). 

• Sky-blue cloud: it refers to the configurations of 

Layout 6 implementing a MCFC of 2.8 MWe 

fuelled with bio-LNG. In comparison to the 

previous configurations (green cloud), the use 

of bio-LNG allowed PES to increase 

significantly (from 12 to 17.5%), which was 

helpful into meeting the strict energy efficiency 

and environmental targets imposed on the 

maritime industry and to gross tonnage ships, 

such as cruise ships (as well as the HEMOS 

project target of 14% reduction in fossil fuel 

consumption). 

 Although there is a remarkable increase in 

capital costs due to the current stage of fuel cell 

technology, significant savings in non-renewable 

primary energy can be observed, particularly with 

the use of bio-LNG. In any case, it is equally 

important to evaluate the implementation of these 

solutions in terms of operating expenses, occupied 

volume, and fuel availability. From this point of 

view, it is worth noticing that, with respect to other 

promising fuels, bio-LNG bunkering, which is 

necessary to reach medium term targets, is 

currently available (and scalable for the future) in 

almost 70 ports in Europe, North America, and 

Asia, according to the Bunker Navigator tool [29], 

suggesting that the investigated solutions are 

immediately applicable.  

Although a substantial number (approximately 

thousands) of configurations were analysed, Figure 
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6 allows for an immediate comparison of the PES 

and CAPEX performances of the various systems 

under consideration; note that the CO2 emission 

performance is similar to that of the PES. The 

results of Figure 6 can be considered for renovation 

initiatives or decision-making aims at the early 

stages of designing an on-board energy system. 

From each cloud a Pareto front can be evaluated; 

an example relative to the configurations that allow 

achieving medium term EU’ emission reduction 

targets (by 6% by 2030) is depicted in Figure 7. 

The figure shows non-dominated configurations 

that provide the Pareto front (highlighted by blue 

dots) for each subgroup under analysis. 

 
Figure 7. Pareto frons for diverse Layouts. 

The optimal solutions depending on the criteria 

employed are reported in Table 6 for the previously 

described configurations (defined in the table by 

FC size and fuel and relative to Layout 6).  

 
Table 6. Optimization results for Layout 6. 

FC size 

and fuel 
Index Utopia Economic Energy 

(a) 

1.4MWe 

MCFC  

LNG 

PES w/ prop (%) 5.79 2.88 7.57 

PES w/o prop (%) 11.3 5.64 14.8 

CAPEX (M€) 7.24 6.23 9.17 

ΔOPEX (k€/trip) 27.8 13.9 36.3 

ΔCO2 (t/trip) 161 91.8 203 

SPB (years) 4.74 8.12 4.59 

(b) 

1.4MWe 

MCFC  

bio-

LNG 

PES w/ prop (%) 10.4 7.48 12.2 

PES w/o prop (%) 20.3 14.6 23.8 

CAPEX (M€) 7.24 6.23 9.17 

ΔOPEX (k€/trip) -16.1 -29.9 -7.55 

ΔCO2 (t/trip) 246 177 287 

SPB (years) - - - 

(c) 

2.8MWe 

MCFC 

LNG 

PES w/ prop (%) 6.42 3.25 8.28 

PES w/o prop (%) 12.6 6.36 16.2 

CAPEX (M€) 13.6 12.5 15.4 

ΔOPEX (k€/trip) 30.9 15.7 39.7 

ΔCO2 (t/trip) 199 124 243 

SPB (years) 7.99 14.4 7.06 

(d) 

2.8MWe 

MCFC 

bio-

LNG 

PES w/ prop (%) 15.6 12.4 17.5 

PES w/o prop (%) 30.5 24.3 34.2 

CAPEX (M€) 13.6 12.5 15.4 

ΔOPEX (k€/trip) -56.8 -71.9 -48.0 

ΔCO2 (t/trip) 370 294 413 

SPB (years) - - - 

 

PES values greater than 2%, 6% and 14.5% 

(associated with fuel consumption and emission 

savings) are reported in italic, underlined, and bold, 

respectively. The implementation of the MCFC 

(Layout 6) significantly affects the CAPEX, due to 

its remarkable cost. Moreover, the fuel cell 

electrical efficiency is only marginally higher than 

that of the currently installed DGs; therefore, the 

difference in PES is negligible when considering 

the primary energy of non-renewable fuel cells. 

Higher PES values can be achieved by considering 

the use of bio-LNG (configurations (b) and (d) in 

Table 6), ensuring a reduction in fuel consumption 

from non-renewable sources, but also a decrease in 

emissions. These variations in CAPEX and PES 

and variations in thermal energy recovery (due to 

different waste heat vectors) are crucial factors in 

determining the best configuration according to the 

specific criteria adopted (energy, economic, and 

utopia criteria). 

For each of the above configurations reported in 

Table 6, Table 7 shows the main operating 

parameters along with the PES, CAPEX and 

∆OPEX, which results refer to the optimization 

process and utopia criterion. The optimal sizes of 

the considered technologies (e.g. WST, SAC, 

DAC, or ORC), along with the required operating 

parameters (flowrates and pressures), are reported. 

The table also shows the return temperatures (HT 

and LT) of the waste heat recovery circuits and the 

number of RO and MSF units.  

 
Table 7. Layout 6 with FC - utopia criterion results. 

 (a) (b) (c) (d) 

PES w/ prop. (%) 5.79 10.4 6.42 15.6 

CAPEX (M€) 7.24 7.24 13.6 13.6 

OPEX (k€) 27.8 -16.1 30.9 -56.8 

WST steam flowrate (kg/h) 9000 9000 6000 6000 

WST outlet pressure (bar) 0.70 0.70 0.70 0.70 

WST electric power (kWe) 493 493 328 328 

SAC cooling power (kWc) 2391 2391 3428 3428 

DAC cooling power (kWc) 527 527 0 0 

ORC HT source flowrate (t/h) - - - - 

ORC electric power (kWe) - - - - 

MCFC electric power (MWe) 1.4 1.4 2.8 2.8 

HT circuit return temp. (°C) 71 71 71 71 

LT circuit return temp. (°C) 38 38 38 38 

Engine optimization Yes Yes Yes Yes 

Number of activated RO 3 3 4 4 

Number of activated MSF 2 2 1 1 

Fuel DG HFO HFO HFO HFO 

Fuel FC LNG 
Bio 

LNG 
LNG 

Bio 

LNG 
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Through the optimization process, it was 

possible to see: i) configuration (d), with the 

highest MCFC size and the use of bio-LNG, shows 

the highest PES (15.6%); ii) configurations (a) and 

(b), with the smallest MCFC size, achieves the 

lowest CAPEX (7.24 M€); and iii) configuration 

(c), with the highest MCFC size and the use of 

LNG, shows the best OPEX (30.9 k€). Each design 

includes a WST, with a capacity of 493 (a and b) 

or 328 (c and d) kWe (according to the availability 

of waste heat, with a steam flow rate of 9000 or 

6000 kg/h and an output pressure of 0.70 bar). 

Layout 6 configurations shown in Table 7 

include the exploitation of the waste heat from the 

LT circuit (used for the preheating of air 

conditioning and domestic hot water) and the 

implementation of freshwater production strategies 

(utilizing thermal energy for MSFs and electrical 

energy for RO) coupled with a lower return 

temperature of the HT waste heat recovery circuit. 

When the latter decreases (from 74°C in the RL to 

71°C), an increase in the availability of thermal 

energy from the HT circuit is always observed, 

allowing for the implementation of larger SAC 

sizes, due to the better heat exchange inside the 

heat recovery connected to each engine. It is also 

noteworthy that by considering the implementation 

of a MCFC, the number of MSF units decreases 

from four to two or even one, whereas the number 

of RO units increases from two to three or four. 

This suggests that the use of an extra RO unit will 

also be covered by the MCFC, reducing the need 

for MSFs and releasing up thermal energy (to be 

exploited by the SAC or DAC). Finally, due to its 

low efficiency, the ORC machine was not included 

in the mix of technologies with the MCFC. 

Focusing on the configuration relative to 

Layout 6 with a 2.8 MWe MCFC powered by bio-

LNG, its PES exceeds 30%, excluding propulsion 

(the higher electric power demand on-board the 

ship, which is unlikely to vary significantly due to 

diverse routes and travel times). Although the type 

of fuel utilized has no effect on capital costs, 

CAPEX, it does have an impact on operating cost. 

The cost of bio-LNG (2124 €/t) is now much 

greater than that of HFO (627 €/t) or even LNG 

(708 €/t). Therefore, a negative return on 

investment is obtained in configurations (b) and 

(d), where the use of bio-LNG is considered 

because of the greater operating cost reached for 

each individual route, which leads to a negative 

variation in the operating costs (OPEX < 0). 

Figure 8 shows the price point at which bio-LNG 

becomes economically feasible and competitive 

with conventional fuels (HFO and LNG). The red 

dots refer to the target bio-LNG purchase price for 

achieving OPEX variation of 0% for each HFO 

purchase cost. Lower bio-LNG costs imply a 

positive ΔOPEX; these threshold values mark the 

points at which ΔOPEX becomes null. 

 
Figure 8. Parametric analysis of operating expenses 

variation based on fuel purchase costs. 

The most energy-efficient technologies 

currently in use are not economically viable, 

according to the optimization results, as they have 

not yet attained a level of widespread adoption and 

practical use. Therefore, creating a roadmap that 

defines realistic goals and activities for the near 

future is crucial. The roadmap summarized in 

Figure 9 and created by exploiting the optimization 

results presented here, is intended as a guideline to 

support the sustainable transition of the shipping 

sector.  

 
Figure 9. Towards a decarbonised future: roadmap in 

the maritime sector. 

Figure 9 highlights that to accomplish the 

ambitious environmental targets established for 

2040 and 2050, investments in cutting-edge 

propulsion technologies, such as hybrid systems or 

the use of alternative fuels, which result in 

significant fuel savings and emissions reductions, 

are crucial. The use of renewable energy sources is 

another viable method. When physically possible, 

replacing traditional energy sources and 

significantly reducing the overall fuel usage by 

integrating solar panels or wind turbines, can be an 

interesting option. Given that they have the highest 

PES potential, these solutions are shown in the 

yellow area (zero-carbon propulsion and 
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auxiliaries) in the top-right corner of Figure 9. The 

application of these solutions has the potential to 

reduce non-renewable primary energy use (as well 

as emissions) by a variety of tens of percentage 

points, and theoretically even completely 

decarbonize the ship, depending on the degree of 

integration with the ship system and the ratio of 

renewable power to ship required power, which is 

negligible in the case of cruise ships. 

4. CONCLUSION 

This paper provides the results of a research 

study aimed at proposing a holistic approach for 

the identification of energy efficient technologies 

and measures for ship applications based on 

dynamic simulation and optimization. Waste heat 

recovery technologies and strategies, as well as 

additional power technologies, are considered to 

find the set of potential layouts to be implemented 

on the Allure of the Seas, from Royal Caribbean 

Group, to increase energy efficiency and reduce 

fuel consumption. 

Based on the numerical results obtained, it was 

possible to determine the mix of strategies and 

technologies that enhance fuel efficiency, reduce 

emissions, and effectively ensure compliance with 

environmental regulations and targets. For this 

purpose, the EU’s short, medium and long term 

targets on cleaner maritime fuels are considered: 

ship emissions must be reduced by 2% by 2025, 

14.5% by 2035, and 80% by 2050 in comparison to 

levels in 2020 [3]. Note that these targets apply to 

90% of CO2 emissions from ships with a gross 

tonnage exceeding 5000, such as the case study 

ship, but also to all energy used on board in or 

between EU ports, 50% of energy used on journeys 

where the departure or arrival port is outside the 

EU, and most EU remote areas. So, considering the 

EU agreement for the maritime transition, for the 

investigated cruise ship (and for same class ships) 

the research findings highlight that it is possible to 

reach emission reduction targets, in the short and 

medium term, by: 

▪ 2% (by 2025) with the optimization of waste 

heat recovery on-board (blue cloud 

configurations in Figure 6). The 

implementation of single or combined 

technologies, which are currently available on 

the market, including a wet steam turbine, a 

single or double effect absorption chiller, and 

an ORC machine, allows for achieving a PES 

higher than 2%. 

▪ 6% (by 2030) with the optimization of the on-

board heat recovery and engine operation. 

This enables the achievement of a PES of 

approximately 8%, including propulsion, 

which is an impressive result, especially 

considering that it can be achieved by 

optimizing engine operation and 

implementing commercially available waste 

heat devices, without the introduction of novel 

technologies or innovative fuels (orange cloud 

configurations in Figure 6). The same 

emission target can be achieved by 

implementing a MCFC fuelled with LNG; 

however, considering a fuel cell of 1.4 MWe 

(yellow cloud) or 2.8 MWe (green cloud), the 

CAPEX increases significantly, up to 9 and 15 

M€, respectively. 

▪ 14.5% (by 2035) with the implementation of a 

mix of technologies (Layout 6) including a fuel 

cell capable of providing 2.8 MWe, fuelled 

with bio-LNG (sky-blue cloud). PES values 

(including propulsion) higher than 14.5% can 

be attained to achieve current energy 

efficiency goals. Intermediate targets 

(between 6% and 14%) can be reached by 

considering a smaller fuel cell of 1.4 MWe 

(violet cloud). 

The results of this study demonstrate that short-

term sustainability goals for ships can be achieved 

nowadays, whereas to reach long-term goals, each 

step must be planned with proper regulations and 

support for the advancement of technology and 

green fuel. By following a clear path, it is possible 

to achieve energy efficiency and environmental 

goals. Finally, the proposed holistic approach aims 

to pave the way for the successful integration and 

utilization of innovative technologies and fuels for 

fostering maritime energy transition through the 

energy efficiency of large ships. 
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NOMENCLATURE 

Symbols 
c energy price (€/kg) 

DAC Double stage Absorption Chiller 

f Pollutant emission factor (kg/kWh) 

J Capital cost (€) 

LNG Liquefied Natural Gas 

m Fuel consumption (kg/s) 

MCFC Molten Carbonate Fuel Cell 

MSF Multi Stage Flash machine 

OC Operating costs 

ORC Organic Rankine Cycle machine 

PE Primary energy (kWh) 

RO Reverse Osmosis machine 

SAC Single stage Absorption Chiller 

WST Wet Steam Turbine 

Subscripts and superscripts: 
c cooling 

e electrical 

PL proposed layout 

RL reference layout 
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Abstract 

This case study investigates the potential of incorporating water heat pumps into onboard thermal systems to utilize low-

temperature waste heat for onboard heating and enhance the efficiency and economics of all-electric battery-driven ferries. 

We analysed a hybrid-driven roll-on/roll-off passenger ferry operating in the Baltic Sea, gathering data on vessel 

operation, power, and heat provision in low-temperature cycles. We integrated real-time measurement data, energy flow 

analysis, and thermodynamic calculations to draw conclusions for a potential battery retrofit scenario featuring an all-

electric operation and a battery system capacity of 10 MWh. Our results indicate that the integration of heat pumps in 

battery-electric mode can cover more than 50 % of the onboard nominal heat capacity of HVAC systems, with a seasonal 

coefficient of performance (SCOP) of 3.5 during the heating season. The overall electric energy demand of the vessel 

during the 6-month heating period is reduced by approximately 8 % compared with direct-electric heating. 

Keywords: Maritime heat pumps, battery-electric ships, low-temperature waste heat, energy efficiency, green maritime 

technologies

1 INTRODUCTION 

The International Maritime Organization (IMO) 

aims to achieve net-zero GHG emissions from 

shipping by approximately 2050 [1]. Waterborne 

transportation produced 3-4 % of the EU's total 

CO2 emissions by 2021 [2]. With the "Fit for 55" 

package and the European Green Deal, the 

European Commission targets a 55 % GHG 

reduction by 2030 and climate neutrality by 2050, 

with shipping emissions included in the EU's 

emissions trading system [3]. The IPCC highlights 

efficiency improvements as a key measure for 

vessels [4]. Legal measures for ship efficiency are 

the Energy Efficiency Existing Ship Index (EEXI) 

and the Carbon Intensity Indicator (CII). 

Integrating water-water heat pumps into heating 

systems and low-temperature (LT) cooling cycles 

of all-electric ferries presents a solution for 

enhancing energy efficiency, thus aligning with 

these environmental goals. 

1.1 Electrification of Short-Sea Ferries 

Ferries constitute nearly 10 % of the total 

commercial value of all types of ships and 

represent a significant share of the global maritime 

economy, particularly in Europe, where they 

conduct the majority of short-sea operations 

involving freight and passengers, due to the many 

islands and archipelagos in the region [3, 5–7]. 

Historically, electric ships have been smaller, 

resulting in less complex energy systems. 

However, the emerging trend of deploying high-

capacity batteries in larger short-sea vessels allows 

the inclusion of more sophisticated energy systems 

and heat recovery equipment. This shift is evident 

in the increasing number of commissioned larger 

electric vessels. Over 2200 Ro-Ro and passenger 

ferries of 1000 gross tonnage and more are listed in 

Clarkson’s “World Fleet Register” [5].  

Harmful emissions from ships, such as SOX and 

NOX, are high, so interventions are needed to meet 

MARPOL Annex VI amendments and increasingly 

stringent Emission Control Area (ECA) 

requirements [6, 8–10]. 

One promising strategy for reducing these 

emissions is the electrification of ship energy 

systems. Battery-electric storage systems (BESS) 

are becoming increasingly popular, especially for 

short-range vessels [11]. The number of battery-

powered and purely electric vessels in operation 

and on order is rising, particularly in ferries. The 

DNV's "Alternative Fuel Insights" database 

indicates 619 operational battery-powered ships, 

158 of which are purely electric. In addition, there 

are 212 more ships in order, 43 of which are purely 
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electric. Of the pure electric ships, 115 are ferries, 

with 33 more in the pipeline [12]. 

Electric vessels are primarily used in 

transportation and tourism, with Norway and 

Denmark leading electrified ferry operations [6, 

13]. Two-thirds of electrified vessels operate in a 

hybrid mode, as battery-electric power is largely 

dependent on voyage distances [6]. 

Batteries in hybrid systems help reduce fuel 

consumption and emissions by allowing for load 

levelling, peak-shaving, and the potential for 

temporary engine shutdown [10]. However, deep-

sea vessels may not find BESS financially viable 

because of their high energy needs and long 

journeys, making carbon-neutral fuels a more 

appropriate option [11]. 

Battery electric ships with onshore charging at 

berths present a significant opportunity to reduce 

pollutants in ports. Studies have shown potential 

reductions in fuel costs and emissions of 15–35 % 

by sourcing power for batteries from onshore grids 

that utilize renewable energy [8, 10]. Rapidly 

declining battery prices, now at an average of 

100 USD/kWh, and the potential of renewable 

energy sources, such as wind and solar power, 

further enhance the viability of this approach [6, 

14, 15]. 

However, the transition to electrification 

presents challenges like power system optimization 

and management strategies [10, 14, 16].  

Recent advancements in battery systems, 

characterized by enhanced energy density and 

reduced weight [17], have facilitated electrification 

of larger vessels. Consequently, this technological 

progression has resulted in the elimination of the 

waste heat originating from combustion engines. 

Battery-electric vessels have different thermal 

management systems than diesel or diesel-electric 

systems because they do not reject high amounts of 

heat via exhaust gases and cooling water from 

combustion engines nor do they produce high 

temperatures (HT). 

1.2 Waste Heat Utilization and Heating on 

Ferries 

Diesel and diesel-electric hybrid ships utilize 

waste heat sourced from engine exhaust or HT 

cooling water. This heat is applied in various ways 

depending on the ship type and travel profile, 

generally through steam coils in fuel tanks and 

preheaters for different substances, such as fuel oil, 

lubricating oil, air, and water, along with other 

technological receivers [18]. On passenger ships, 

HT waste heat is used for steam generation, direct 

heating, hot water production, or electricity 

generation through steam turbines or the Organic 

Rankine Cycle (ORC). These vessels use waste 

heat for hot potable water production and can 

employ thermal storage to balance the generated 

and consumed heat [19]. 

The efficiency of waste heat recovery (WHR) 

systems is influenced by the temperature of the 

heat source, making them useful only when there is 

a corresponding demand. Owing to their 

customized systems and short distances between 

heat sources and consumers, ships are suitable for 

WHR. 

Diesel engines running on carbon-neutral fuel 

are likely to continue to power bulk and container 

vessels, providing HT heat. Battery-electric ships 

can operate emission-free with the right renewable 

power mix, but they only provide low-exergy heat 

owing to their low cooling circuit temperatures. 

Heat loss from the propulsion and supply systems 

of these ships is typically discharged into seawater. 

Heating systems on board still demand heat at 

approximately 50 to 70 °C, while drivetrain 

devices are cooled to a maximum of approximately 

40 °C, resulting in a significant energy loss. 

The state of the art for heating battery-powered 

vessels primarily revolves around direct electric 

heating. In such systems, the electricity from the 

battery of the vessel is used to directly produce heat 

through electric heaters with resistive elements. 

This method is straightforward, simple, and 

reliable, but not the most energy-efficient [20], 

especially when compared to heat pumps.  

1.3 Heat Pumps in Battery-Electric Ships 

Heat pumps are a promising solution for 

enhancing the energy efficiency of battery-

powered electric ships [20]. They can harness the 

low-temperature waste heat generated by electrical 

machinery, such as batteries and battery converters 

[17, 20], to provide heating for passenger ships and 

other vessels with significant heat and cooling 

demands. Compared to the benchmark of direct-

electric heaters with resistive elements, the use of 

heat pumps reduces the operational costs of 

electricity and the required battery capacity. Heat 

pumps can provide both heating and cooling by 

reversing the cycle using reversing valves. 

However, there are challenges in integrating 

heat pumps into ships, such as limited space, 

complexity, upfront costs, and the need to be 

installed near the heat source [21]. The speed of 

response of water heat pump systems also tends to 

be slower than with local direct-electric heating. A 

secondary heat source must be implemented to 

provide heat during low operation losses and high 

heat demands. Additionally, the refrigerants used 

in some heat pumps can have environmental 

implications if not properly managed. 
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The feasibility of heat pump integration is 

closely related to vessel size and heating 

requirements. Electric cabling is typically less 

expensive than fluid piping. As equipment costs do 

not scale linearly with size and electricity costs for 

heating are nearly proportional to power demand, 

the increasing size of ships and electric capacities 

favour the potential of utilising low-temperature 

waste heat, particularly on ferries with significant 

heat demand. 

We assessed the use of water-water heat pumps 

to recover this waste heat in BESS-equipped all-

electric ships, such as RoPax ferries. This can 

reduce energy use, emissions, and battery load for 

direct-electric heating. The upscaling of electric 

systems leads to an increase in LT waste heat, 

specifically originating from batteries and battery 

converters for the grid and consumers. This waste 

heat can be repurposed for onboard heating using 

specially designed heat pump systems. 

To validate this, we investigate the integration 

of a heat pump system into a Baltic Sea ferry, 

recording heat and energy flows, and simulating 

the potential energy savings following a 

hypothetical conversion to a fully electric ferry. 

2 HEAT FLOW ANALYSIS 

2.1 Hybrid-electric ferry specifications 

A measurement campaign was conducted on the 

hybrid-electric RoPax ferry "Schleswig-Holstein" 

over five days in November and December 2022 to 

assess the feasibility of using heat pumps for a 

potential retrofit to all-electric operation. This 

study does not evaluate the conversion itself but 

instead develops a theoretical model scenario for a 

possible system layout. Figure 1 shows the ferry in 

operation. 

 
Figure 1: Hybrid-electric ferry “Schleswig-Holstein” 

(Source: Scandlines) 

Table 1 presents the  system. The ferry is 

powered by a 2,600-kWh NMC battery system and 

up to four diesel generators, ranging from 

2,640 kW to 4,950 kW. The Corvus battery system 

provides low-speed propulsion, load balancing, 

and power for onboard operation. In normal 

operation, load levelling is achieved by running the 

9-cylinder engine and the battery system, charging 

the ESS during port time, and discharging it during 

cruising. The 6-cylinder engine was used only once 

during the measurement period because of a 

scrubber system refill requirement. Diesel 

generators ensure safe manoeuvrability and 

compliance with the SOLAS regulations. Figure 2 

shows all completed voyages between Puttgarden, 

Germany and Rødbyhavn, Denmark, undertaken 

during the measurement campaign. 

Table 1: Specifications of investigated  

hybrid-electric ferry 

Basic Specifications  

Length 142.0 m 

Width 24.4 m 

Gross tonnage 15,187 GT 

Gross deadweight 2,904 t 

Operational speed 18.5 kn 

Machinery & Propulsion  

GenSet, MAK 9M32E 

+ 3 Ph 50 Hz 6600 V/245 A 
1 x 4,950 kW 

GenSet, MAK 8M32 

+ 3 Ph 50 Hz 6600 V/330 A 
2 x 3,520 kW 

GenSet, MAK 6M32 

+ 3 Ph 50 Hz 6600 V/519 A 
1 x 2,640 kW 

ESS, Corvus 
2,600 kWh 

3,500 kW 

Kongsberg Azimuth Thruster 

AZP 120 FP 
4x 3,000 kW 

 

Figure 2: Voyage routes during measurements 
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2.2 Data acquisition 

Measurements were collected from the NMEA 

interface, the monitoring and surveillance system 

in the engine control room, and via heat flow 

measurements on the low-temperature cooling 

circuit. 

2.2.1 Navigational and power data 

A custom Raspberry Pi data-logger, attached to 

the NMEA 0183 interface near the northern bridge, 

recorded time-dependent propulsion power, power 

consumption, navigation, and position data. 

Managed by the National Marine Electronics 

Association, NMEA 0183 enables communication 

between marine electronics. The text-based output 

was synchronized with the heat flow measurements 

and correlated with the ship operations. Figure 3 

depicts the repeated route of the hybrid ferry during 

the main measurement activities, as indicated by 

the latitude position, along with the total energy 

consumption of each round trip. The repetitiveness 

of the cycle simplifies the measurement and 

modelling owing to the constant boundary 

conditions. The seawater and ambient air 

temperatures are also illustrated. 

 
Figure 3: Round trips acc. to NMEA data: 

 (a) Latitude of ship in 2-hour cycles  

(Puttgarden-Rødbyhavn-Puttgarden) 

(b) Total energy consumption per round trip 

(*: only one-way trip Putt.-Rødby./Rødby.-Putt.) 

(c) Air and seawater temperature 

2.2.2 Heat flow rate measurements 

Four portable dual-channel ultrasonic flow 

meters were used to measure the heat flow rates in 

the LT cooling system of the hybrid-electric ferry, 

covering heat-rejecting components such as 

converters, ESS, and electric motors. Additionally, 

Surplus heat from the 9-cylinder diesel and 160 °C 

thermal recovery system was tracked for heat 

balance evaluation after electrification. Some 

electric drivetrain parts, such as transformers, are 

dry-cooled and not part the LT system. Ultrasonic 

sensors were clamped at either the inlet or outlet of 

the cooling cycle to acquire the volume flow rates 

�̇�i . The inlet and outlet temperatures 𝑇1 and 𝑇2 

were measured using resistance thermometers of 

type Pt100. We used Eq. (1) to determine the 

enthalpy flow difference between two points in the 

cooling system, noting that the fluid properties of 

water, such as density 𝜌(�̅�) and specific heat 

𝑐p(�̅�), remain relatively stable with temperature.  

 

�̇�i = 𝑚 ̇ ∆𝐻 = �̇�i ρ(�̅�) cp(�̅�) (𝑇2 - 𝑇1) (1) 

 

Figure 4: Setup of heat flow rate measurement from 

cooling of the battery´s bidirectional converter 

 The heat flow rates rejected by each component 

are presented in Table 2. The primary LT cooling 

ranged between 26 and 30 °C, while the return was 

30 to 35 °C before seawater cooling. 

In addition to the listed points, enthalpy 

differences at key cooling system branches were 

measured but disregarded due to minimal 

temperature differences and the resulting high 

enthalpy rate uncertainties.  

Figure 4 shows an exemplary measurement 

setup: the flow meter is at the bottom, temperature 

sensors T1 and T2 are at the inlet and outlet, 

respectively, and both the sending and receiving 

ultrasonic sensors are on the outlet pipe. 
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2.3 Measurement results 

The power data and LT heat flow rates for the 

ship are listed in Table 3, with the overall mean 

weighted by the duration of each test. 

Approximately 87 % of the LT heat originates 

from the diesel genset. Figure 5 displays the power 

rates in the hybrid-electric system and a 

comparison of overall LT heat transferred to 

seawater with the LT cooling waste heat of the 

diesel-generator during an exemplary set of 

measurements. Deducting the LT heat of the diesel 

genset and the HT surplus from the total LT heat 

rejected to seawater provides an estimate for 

potential battery-powered ships (Eq. 2). 

�̇�Test = |�̇�SW| - �̇�DG - �̇�SP = 272 kW (2) 

The uncertainty of the estimation was high 

owing to the fluctuation in the highest heat flow 

rates. Therefore, the potential LT heat available in 

the all-electric scenario is calculated by summing 

all the heat rejected by the electric drive system 

units, as shown in Eq. (3). 

Table 2: Water-cooled heat sources and parameters in low-temperature cooling cycle 

Location/unit Type (cooling details) 
Rated power  

per unit (kW) 

Rated losses 

per unit (kW) 

Diameter  

(ND) 

Rated water  

flow rate (m3/h) 

Battery ESS 
NMC Li-Ion 

(3-Stage compressor + water-air HEX) 
3,500 60 50 11.9 

ESS converter Bidirectional (water-cooled) 4,000 40 60 5.3 

Thruster Motor (4x) a 3-Phase (air-cooled, air-water HEX) 3,100 126 50 15.5 

Azimuth Thruster (valves closed during measurements) 3,000 150 65 21 

Thruster frequency 

converter (4x) b 24 Pulse DFE Rectifier + Inverter 3,100 61 50 12.5 

Provisions cooler (provisions partially water-cooled) 16 16 50 3 

HT Surplusc Plate HEX (from 160 °C-system) 250 250 50 25 

Diesel Genset 5 c 

(LT cycle only) 

4-stroke recipro. piston inline engine 

+ 3-Phase 50 Hz generator  
4,950 3,500 100 93 

Seawater HEX Plate HEX / -11,098 300 342.0 
a 4 Azipull Thrusters; heat flow rate at No. 2 and 4 was measured; losses for No. 1 and 3 assumed to be the same 
b Heat flow rates of No. 1 and 2 were measured, losses for No. 3 and 4 assumed to be the same 
c Diesel engines and HT surplus obsolete in all-electric scenario; DG 5 was only genset running during evaluation 

Table 3: Measured power and heat flow rates 

Location/unit Name Dimension Source Min. Max Weighted average 

Power 

Diesel Generator 5 𝑃DG5 MWel NMEA - a - a 3.63 

Battery Power 𝑃ESS MWel NMEA -2.39 2.12 -0.07 

Consumption (total) 𝑃Con MWel NMEA 0.22 6.61 3.56 

Thrusters (sum) 𝑃Thr MWel NMEA 0.00 4.66 2.18 

Thermal system 

Seawater heat exchanger �̇�SW kWth HFM -3,356 329 -2,087 

Diesel Genset 5 (LT heat rejected) �̇�DG kWth HFM -511 2,173 1,816 

HT System (Surplus from 160°C-system) �̇�SP kWth HFM 2 19 11 

Heat to seawater (excl. �̇�DG, �̇�SP) �̇�Test kWth HFM - - 272 

Heat rejected by electric drive system units 

Battery ESS �̇�ESS kWth HFM 8 90 32 

Battery ESS converter �̇�EC kWth HFM 1 20 9 

Thruster Motor  No. 2 & 4 �̇�Th2/4 kWth HFM 6 / 3 37 / 32 23 / 21 

Thruster frequency converter No. 1 & 2 �̇�TC1/2 kWth HFM 7 / 9 38 / 43 20 / 24 

Provisions cooler b �̇�Pr kWth HFM  10 10 

a Generator Power calculated indirectly from total power output and battery power. Min/Max values 

not reliable due to low frequency of battery power signal; b Assumption  

NMEA: data achieved from NMEA Interface signals and own calculations 

HFM: data achieved from heat flow rate measurements and own calculations 
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Figure 5: Exemplary signal plots 

(a) Power rates of battery, consumers (propulsion + hotel), propulsion and total output 

(b) LT heat flow rates at seawater heat exchanger and main engine 5 

 

�̇�LT,el = �̇�ESS + �̇�EC + 2 �̇�Th2 + 2 �̇�Th4  

+ 2 �̇�TC1 + 2 �̇�TC2 + �̇�Pr = 227 kW  
(3) 

 

The 227 kW value represents the minimal LT 

heat in colder seasons for the present ship setup, 

excluding the fuel heat sources. The disparity 

between �̇�Test and �̇�LT,el indicates significant 

uncertainties in the major heat sources and heat 

transfer to the sea. In addition, the system also 

includes three more diesel engines in standby, 

contributing heat via a complex cooling and fuel 

preheating system of non-insulated HT parts next 

to the LT cooling pipes. 

Notably, each thruster motor and its grid converter 

have approximately 4 % loss relative to the power 

of each thruster. 227 kW signifies a roughly 6 % 

loss in total consumption. In a fully electric battery-

operated mode, crucial electric drivetrain elements, 

such as the battery system and converter, will 

increase, adding more LT heat for heat pumps. 

Moreover, more electric consumers are expected in 

all-electric vessels, including the heat pump 

system. This is further explained in Section 3. 

3 ALL-ELECTRIC SCENARIO 

The transition to fully electric operation poses a 

challenge considering that the Rødby-Puttgarden 

route covers 18.5 km, and the current schedule only 

allows for a 15-minute layover at each port for 

quick charging [22].  

This chapter employs a basic voyage and 

charging profile to project LT heat availability in a 

hypothetical all-electric ferry. This scenario is 

unconfirmed, and decisions for such large retrofit 

and grid projects must consider factors beyond 

efficiency.  

3.1 Battery losses 

Heat losses from the upscaled battery system 

during charging, discharging, and pausing are 

accounted for and estimated through a basic 

correlation to power. [23]: 

�̇�ESS  =  𝑘 𝑃ESS
2  (4) 

The loss factor k is defined as equal for both the 

charging and discharging processes. High losses 

diminish the benefits of high charging rates and 

accelerate battery cell aging. The actual power and 

heat losses of a battery system depend on cell type, 

cell size, cooling system, and topology. Losses 

have been described in several studies for different 

cell types such as LMO, NMC, LTO, and LFP. [15, 

24–26]. MAN Energy Solutions observed that 

while charging a 1 MWh battery at a C-rate of 3, 

there is a heat loss power ranging from 4 % to 6 %. 

As the C-rate increases, the heat loss also increases 

[27]. A loss of 5 % at a C-rate of 3 is assumed for 

the following scenarios, resulting in k = 1.67e-6. 

Discharge ESS 

 Charge ESS 

Port layover 
Operation 
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3.2 All-electric voyage profile 

Switching to an all-electric system implies 

replacing diesel engines with larger battery 

systems. A scenario was created to assess how 

altered charging strategies and battery losses affect 

the heat released to the low-temperature cycle and 

its usability for heat pumps. 

Table 4 details this scenario. A 10 MWh battery 

system is charged at both ports using 15 MW 

onshore power, indicating a 1.5 C-Rate as a near-

future solution. To maintain manoeuvrability and 

energy levels, a 17-minute charge at each port with 

a 41 % DoD is needed. 

Table 4: Modelled all-electric scenario in comparison 

to existing hybrid-electric operation 

 Hybrid All-electric 

Route time and power profile 

Charging time per port tchg (Min.) - 17 

Cruise time top (Min.) 45 45 

Pause time in port tpause (Min.) 15 3 

One-way voyage time (Min.) 60 65 

C-Rate (port charge) - 1.5 

Propulsion (cruise) PThr (kW) 2,907 2,907 

Hotel loads Photel (kW) 1,380 1,780 

Consumption (cruise) Pop (kW) 4,287 4,687 

Consumption (mean) (kW) 3,560 3,792 

Overall genset capacity (kW) 14,430 - 

ESS capacity (kWh) 2,600 10,000 

ESS power capacity (kW) 3,500 15,000 

Energy balance   

Charging power Pchg (kW) (919) 15,000 

C-Rate charge (0.35) 1.5 

Losses charging εchg (%) - 2.5 

Cruise power Pop (kW) (760) 4,687 

C-Rate discharge (0.29) 0.47 

Losses discharge εop (%) - 0.8 

C-Rate hotel mode (0.53) 0.18 

Losses pause εpause (%) - 0.3 

Charged energy Echg (kWh, excl. losses) 4,144 

Required energy Ereq (kWh, incl. losses) 4,138 

The mean hotel load for the hybrid ship was 

1382 kW. Further 200 kW are assumed for the heat 

pump consumption and 200 kW for new electric 

consumers expected on the all-electric ship. Thus, 

1782 kW is considered a constant hotel load. 

The charging and discharging losses are considered 

in the energy balance, according to Eq. (4). The 

scenario is set up to be potentially operated fully 

electric, as there is more energy charged than 

consumed due to losses. The charged and required 

energies for a one-way voyage (half-round trip) 

were calculated using Eq. (5) and (6), assuming 

that the EMS allows for the simultaneous charging 

and provision of hotel loads: 

𝐸chg=𝑃chg

𝑡chg

60 Min/h
∙(1-εchg) (5) 

𝐸req=
𝑃op

(1-εop)
 

𝑡op

60 Min/h
+

𝑃hotel

(1-εhotel)

𝑡chg+𝑡pause

60 Min/h
 (6) 

The change in the operation profile and battery 

upscaling from 2.6 to 10 MWh affect parts of the 

LT cooling cycle, particularly the battery cooling 

heat rates at the battery chiller and battery 

converter. The total LT heat rates available for the 

heat pump are listed in Table 5. 

The battery chiller heat rates are acquired from 

the battery losses, as shown in Eq. (4) and Table 4, 

assuming heat transfer of the losses to the cooling 

water with 90 % efficiency. The presented heat 

flow rates are the mean values of all times of the 

standard route schedule, including cruise, charging, 

and additional port times. To assess the potential of 

heat pump applications, the mean values are 

considered sufficient because of the unresponsive 

slow behaviour of the thermal system. 

In the all-electric mode, there is 346 kW of heat 

available at low-temperatures of approximately 

30 °C. Excluding the diesel-genset losses, this is an 

increase of 50 % compared with the hybrid system. 

Table 5: Available LT heat rates in all-electric mode 

 Hybrid All-electric 

Heat rejected to LT cooling water system (kW) 

ESS (charge) - 375 

ESS (operation) - 36.6 

ESS (pause) - 5.3 

ESS (mean) 32 124 x 0.9 

ESS Converter  9 39 

Constant values (measured kW, see Table 3) 

Thruster Motor 2 2 x 23 

Thruster Motor 4 2 x 21 

Thr. frequency converter 1 2 x 20 

Thr. frequency converter 2 2 x 24 

Proviant 2 x 10 

Sum �̇�LT,av (kW) 227 →       346 

4 HEAT PUMP INTEGRATION 

4.1 Heat pump model 

To assess the performance of the proposed heat 

pump, a parametric study was conducted using a 

simulation model implemented in the Modelica 

Buildings library [28]. A constant second-law 

efficiency, denoted as η, is assumed for the heat 

pump, which relates the heat pump's coefficient of 

performance (COP) to the Carnot cycle COP using 

Eq. (7): 
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Figure 6: (a) Modelica-based model for presented heat pump study  

(b) Coefficient of performance (COP) of the heat pump at various source and sink temperatures. 

 

COP = η ⋅ COPCarnot 

where  COPCarnot=
𝑇h

𝑇h-𝑇l
 

(7) 

 

Arpagaus et al. [29] compiled the performance data 

of commercially available industrial heat pumps 

and reported Carnot efficiencies of 40 % to 60 % 

for most heat pumps. For this study, a Carnot 

efficiency of 50 % was assumed. Moreover, a 

terminal temperature difference of 2 K was 

considered for both the evaporator and condenser. 

The heat source temperature was varied between 

25 and 41 °C, whereas the heat sink temperatures 

ranged between 55 and 70 °C. See the next section 

for a description of the chosen temperature ranges.  

Figure 6 illustrates the COP of the proposed 

heat pump as a function of the source and sink 

temperatures as well as the system model used. 

4.2 Estimation of energy savings 

To estimate energy savings, a water-water heat 

pump with source/sink temperatures of 

30 °C/60 °C (W30/W60) was considered. The ship 

could consistently maintain the 30 °C source. The 

system's design caps at 41 °C to safeguard 

equipment like lithium-ion batteries, from thermal 

runway. Although the hybrid ferry's heating system 

is designed for 65 °C to 70 °C, the considered 

HVAC systems can effectively operate at 55 °C to 

60 °C. 

With a COP of 3.5, the heat pump generates 3.5 

times the heat for each kWh of electricity. Its 

energy demand is substantially lower than that of 

the direct-electric heaters. The energy savings for a 

6-month heating period were estimated. 

Table 6 illustrates the energy savings for the 

W30/W60 mode heat pump with a 3.5 seasonal 

coefficient of performance (SCOP). Used for the 

HVAC registers, the heat pump can supply  50 % 

of the peak design heat rate of the system. Because 

heating systems are typically designed for very 

cold winter days, the pump is expected to offer 

substantial heat, reducing the need for direct 

electric heating. This will be investigated in a 

future study.  

The heat pump can substantially meet onboard 

heating needs, saving up to 0.5 million euros 

annually, depending on electricity costs. While 

decentralized renewables might cost less than 

0.30 €/kWh, grid costs often increase the price. 

Using only electric heaters instead of a heat 

pump for the heating of the ship means drawing all 

the energy from the ESS. The hotel load increased 

correspondingly to 2126 kW. Using Eq. (6), the 

required energy Ereq per half-round trip would 

increase from 4138 to 4518 kWh, adding 

approximately 2 min of port-charging time. 

Correspondingly, the heat pump can cut energy 

requirements by approximately 8.4 % and decrease 

the battery capacity requirements by 380 kWh. 

Table 6: Estimations of energy and cost savings, 

compared to 100 % electric heaters  

All-electric mode 

Heat available at ca. 30 °C �̇�LT,av 346 kWth 

COP at W30/W60 3.5 

Heat pump power demand 138 kWel 

Heat available at 60 °C* 484 kWth 

Assumed electricity price 0.30 €/kWhel 

Days of heating period 182.5 days 

Financial saving per year 454,000 € 

Savings of energy per round trip 8.4 % 

Potential savings of ESS capacity  380 kWh 

*Comparison: fraction of maximum (rated) heat for 

… HVAC (898 kW)  54 % 

… Radiators (535 kW) 91 % 

5 CONCLUSION 

This study analysed the possible use of heat 

pumps in battery-electric ferries, particularly 

 

(b)  (a)  
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considering retrofitting a hybrid-electric RoPax 

ferry. The main findings are as follows: 

The ferry cooling system allows substantial heat 

recovery for onboard air-conditioning. In a fully 

electric system, the available low-temperature heat 

for heat pumps increases by 50 % compared to the 

existing hybrid setup. 

Using a Modelica-based model, a heat pump 

was studied parametrically. With a Carnot 

efficiency of 50 %, the Coefficient of Performance 

(COP) of the heat pump was found to be 

significantly influenced by the source and sink 

temperatures. Notably, a COP of 3.5 was 

determined to be very likely for the heat pump, 

indicating its efficiency in energy conversion. 

Integrating heat pumps into the heating system 

results in an 8 % reduction in the vessel's electric 

energy demand over a 6-month heating period 

compared to a benchmark of direct-electric heating 

with resistive elements. This reduction not only 

optimizes the energy consumption but also 

positively impacts the required battery capacity. 

For a 15,187 GT vessel, the potential annual 

savings approach 0.5 million euros, although these 

savings are highly sensitive to shore energy prices. 

The operational and charging profiles of the 

ferry significantly influence the efficiency of an 

all-electric system. Although hypothetical, the 

model scenario highlights challenges in 

transitioning to fully electric operation. The 

integration of heat pumps into battery-electric 

ferries presents an energy-efficient and 

economically viable solution. This study offers 

guidance for future maritime retrofitting and 

sustainable operational decisions. 

6 OUTLOOK 

Heat pump integration necessitates a 

comprehensive design that links the onboard 

systems [30, 31]. Adaptation methods for retrofits 

can be sourced from sectors, such as buildings [32]. 

The design variables include the specific heating 

demand and cooling heat of battery systems and 

power electronics, which can fluctuate owing to 

elements such as cell size, cooling system, 

topology, and cell type [15, 24–26]. 

Future research should consider the dynamics 

of heat receivers and sources, influenced by 

passenger numbers, boundary conditions, 

operation schedules, and the impact of different 

route scenarios. Specific heat demand profiles will 

be the subject of future research. 

Seasonal effects, especially cooling needs 

during the summer months, require further 

exploration of bidirectional heat pump usage. 

Exploring thermal storage for balancing heat 

production and demand and utilizing sustainable 

working fluids, such as CO2 and NH3 in heat pumps 

is aligned with sustainability objectives. 

Demonstrators and system models provide 

invaluable performance data for optimizing these 

technologies. As highlighted in section 1.3, vessel 

size is essential in assessing the feasibility of heat 

pump integration, necessitating an analysis 

comparing upfront costs to potential savings. 

APPENDIX 

A.1 Nomenclature 

ε Losses % 

ρ Density kg/m3 

η Second-law efficiency - 

𝑐𝑝 Specific heat capacity J/(kg K) 

𝐸 Energy kWh 

∆𝐻 Enthalpy difference kJ/kg 

𝑘 Battery loss factor √kW 

m ̇  Water mass flow kg/s 

𝑃𝑖 Electric power (of part i) MW 

�̇�𝑖 Rejected heat flow rate (of part i) kW 

𝑡𝑖 Time interval Min. 

𝑇1/2 Temperature inlet / outlet °C 

𝑇ℎ Temperature of hot reservoir K 

𝑇𝑙 Temperature of cold reservoir K 

�̇�𝑖 Volume flow rate  m3/s 

A.2 Abbreviations 

COP  Coefficient of Performance 

DoD  Depth of discharge 

EMS Energy Management System 

HEX Heat exchanger 

HT  High-temperature 

HVAC Heating, Ventilation and Air 

Conditioning 

LT  Low-temperature 

Ro-Ro Roll-on/roll-off 

RoPax Roll-on/roll-off passenger vessel 

SCOP Seasonal coeff. of performance 

SW  Seawater 
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Abstract 
Greenhouse gas regulations from the International Maritime Organization, such as the Carbon Intensity Indicator and the 

Energy Efficiency Existing Ship Index are drawing attention to the implementation of energy efficiency technologies in 

ships to lower emissions. Presently, more attention is paid to energy efficiency measures related to propulsion (e.g. speed 

management) and auxiliary energy use (e.g. onshore power). This study compares the environmental impact and cost of 

replacing heat pumps as an energy efficiency measure instead of oil-fired boilers for two case study vessels by comparing 

the life cycle impact of different strategies to fulfill the thermal load of vessels while at the port. In terms of life cycle 

emissions, the heat pump operated using onshore power has the potential to reduce global warming potential by 88% 

compared to an oil-fired boiler. This accounts for saving 3% and 8% of annual greenhouse gas emissions from entire ship 

operations, including emissions from engines for the respective case study ships. In addition, shifting to a heat pump 

avoids NOx and SOx emissions, which adversely affect air quality in the populated areas near the port. Cost results show 

that the heat pump has an overall higher cost of ownership for case study vessel 1 and a lower cost of ownership for case 

study vessel 2 compared to oil-fired boiler. Depending on the energy use of specific ships, heat pumps can be cost-

competitive at existing carbon emission allowance prices (approximately 90€/tCO2) in the European emission trading 

system. For the assessed cases, with the emission trading scheme, the return on investment is less than six years and three 

years for case study vessels 1 and 2 respectively. The study also shows that operating a heat pump is more cost-effective 

than directly using electro-fuel in a boiler for thermal loads. 

 

Keywords: Heat pump, Life cycle assessment, Cost assessment, Maritime, Energy efficiency. 

 

1. INTRODUCTION 

The shipping industry as a whole is responsible 

for a significant portion of the global greenhouse 

gas emissions due to its heavy reliance on fossil 

fuels. In addition to greenhouse gas emissions, air 

emissions from shipping, such as nitrogen oxides 

(NOx), sulfur oxides (SOx), and particulate matter 

(PM), have significant negative impact on both air 

quality and human health [1]. Impacts of air 

pollutants are especially critical for ships operating 

near populated areas such as ferries and cruise 

ships. When it comes to emission reduction 

measures from shipping, the focus is typically 

placed on the propulsion system and auxiliary 

loads rather than on the hotel heat load as the 

energy required for the hotel load is significantly 

less for most ship types. However, the hotel system 

for passenger ships is responsible for 

approximately 40 percent of the total energy 

consumption on board [2].  

The International Maritime Organization (IMO) 

has regulations to reduce GHG emissions for 

shipping including the Carbon Intensity Indicator 

(CII), Energy Efficiency Existing Ship Index 

(EEXI), and Ship Energy Efficiency Management 

Plan (SEEMP) by promoting energy efficiency 

measures [3].  In the Fit for 55 legislative packages, 

the European Union (EU) adopted the FuelEU 

maritime regulation, which aims to increase the use 

of renewable and low-carbon fuels in the maritime 

sector and includes the shipping sector in the EU 

emission trading scheme (ETS) [4, 5]. In line with 

these, an increased number of studies have focused 

on alternative fuels and propulsion systems for 

ships [6]. Such changes in the ship system also 

imply changes in the availability of waste heat 

which is used extensively now for hotel loads, e.g. 

the waste heat will not be available with onboard 

reforming requirements [7] or electrification using 

fuel cells or batteries [8].  

Presently the thermal energy for the hotel load 

is supplied largely from the waste heat from the 

engines and partially from the onboard auxiliary 

boiler [9]. The heat from auxiliary oil boilers is 

mainly required when the main engines are not 

operating while staying at the port or during 

winters when the hotel load is high [9]. In sectors 

such as industry, residential, and building, the role 

of heat pumps has been considered important for 
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decarbonization and energy efficiency, and recent 

improvements in performance has made heat 

pumps cost-competitive in these sectors [10]. 

However, in the shipping sector, few studies [9, 11, 

12] have considered heat pumps as energy 

efficiency measures or emission reduction 

measures. With the increased interest in the 

electrification of ferries, heat pumps have been 

investigated by designers for marine applications. 

However, the main barrier to the use of heat pumps 

for larger ships is likely the low utilization of the 

auxiliary heat generation system owing to the 

availability of waste heat from engines and the high 

investment cost [11].   

Heat pump feasibility would be different with 

the two new regulations on the horizon: 1) the ships 

moored at the quayside of the member state shall 

be connected to onshore power (OSP) supply for 

their electrical power demand [13] and 2) the cost 

of emission allowances within the EU ETS for 

GHG emissions from shipping [5]. In addition, to 

meet the GHG emission reduction targets set by the 

IMO, reliance on lower-priced fossil-based fuels 

should be reduced and the use of alternative fuels 

may increase in the future. None of the prior studies 

considered these factors, and there is a lack of life 

cycle knowledge on the application of heat pumps 

on ships, making it difficult to understand their 

environmental impact over the life cycle. The 

purpose of this study is to fill this gap by 

performing life cycle assessment and cost 

assessment considering scenarios including the 

above upcoming policies and future scenarios of 

using an electro-fuel instead of fossil fuel. The 

study is performed for two case study passenger 

ships to understand the variation in results between 

ships based on their operation and size. 

2. METHODOLOGY 

2.1 Case study ships 

Two case study roll-on/roll-off passenger 

(RoPax) ferries with two different operation 

profiles and sizes were chosen for the life cycle 

assessment and costing. Table 1 summarizes the 

vessel parameters used in the assessment. Case 1 

involves a vessel operating between Gothenburg, 

Sweden, and Kiel, Germany. The energy data for 

this vessel is obtained directly from the operator. 

Case 2 vessel operates between Oslo, Norway, and 

Kiel, Germany, and energy-use data is published 

by Brakken et al. [9]. Ships differ in terms of the 

time spent in ports, where boilers are 

predominantly used, and exhibit varying thermal 

loads. In addition, the thermal load varies widely 

for these vessels with seasons, with winter having 

a higher thermal load and summer having a lower 

thermal load for hotels. For instance, for case 1, the 

boiler consumes approximately 2% in summer and 

approximately 4% in winter of the total fuel used 

onboard.  However, for simplification, the total 

annual energy use (including both summer and 

winter conditions) is considered for the assessment 

with a steady state for both vessels and only when 

the ship is at the port. Another assumption is that 

the heat demand is required only on ports as the 

excess heat from the engine is available while 

sailing at sea. It may be noted that during extreme 

winter days, the boiler needs to be operated while 

at sea which is not considered in this study. Heat 

pump and boiler power requirements listed in 

Table 1 were sized with an additional 20% more 

power than the measured peak demand. The 

purpose of this excess capacity is to ensure that heat 

can be supplied even in extremely cold climates.  

Table 1: Key characteristics of the case study Cruiseferries 

 Case 1 Case 2 

Gross tonnage (GT) 52000 75 000 

Passenger capacity (Number) 1300 2770 

Vehicle capacity (cars) 1290 750 

Length (m) 240 224 

Width (m) 29 35 

Connected to OSP Yes Yes 

Peak thermal power (kW) 6000 4500 

Annual thermal load at port (GJ) 156 000 288 000 

2.2 Scenarios 

Based on the three system configurations and 

two fuels, five scenarios are assessed to compare 

the results as shown in Fig. 1. In the first scenario 

(S1), the policy scenario when the ship is 

connected to the OSP and an air-to-water heat 

pump operates using the electricity from OSP. In 

the second scenario, it is assumed that the heat 

pump operated from the electricity produced by the 

auxiliary engines installed onboard. The second 

scenario is assessed in two parts: the first part (S2a) 

where the auxiliary engines are fueled using marine 

gas oil (MGO) and the second part (S2b) where the 

auxiliary engines are fueled by an alternative fuel. 

Electro-methanol is considered as the alternative 

fuel. In the third scenario, an oil-fired boiler is used 

for the thermal load. Similar to the second scenario, 

the third scenario is also divided into two parts. The 

first part (S3a) is a reference scenario or base 

scenario replicating the present situation where 

MGO is used as fuel in the boiler and the second 

part (S3b) considers electro-methanol as the fuel 

for the boiler. Electro-methanol is preferred over 

other electro-fuels such as electro-ammonia,  

electro-hydrogen, and electro-methane because of 
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its lower safety risks for onboard passengers [8]. 

The influence of the EU ETS for all the scenarios 

is included in the sensitivity analysis. 

 
Figure 1: Five scenarios of heat system configurations 

accessed in the study Scenario 3a is base case scenario. 

2.3 Environmental assessment 

The environmental assessment of products and 

services can be evaluated over their lifecycle using 

the life cycle assessment (LCA) method, which is 

an established method usually performed under the 

framework provided by ISO 14040 and ISO 14044. 

In this study, the main focus is on the emission of 

GHGs over the life cycle (the extraction of raw 

material required for producing the component and 

fuel to the end of life and final use of energy in the 

ship). The functional unit of the assessment is ‘the 

annual thermal energy required for the ship while 

at the port’. The scope is limited to the operation of 

a heat pump or boiler in the port by analyzing the 

operation profile and measured in ‘GJ of energy’. 

As per earlier studies and analysis of the operation 

profile, during navigation at sea, excess heat from 

the main and auxiliary engines is sufficient to meet 

the thermal demand and the boiler is not operated. 

In addition, a comparative LCA is performed, 

hence only the major changes between different 

configurations are considered in the system 

boundary as the goal of the study is to provide 

insight into the environmental impact focusing on 

GHG emissions specifically addressing the use of 

heat pumps while ships are moored at ports.  

Inventory analysis is performed by dividing the 

processes into foreground and background 

processes, where the foreground processes are 

processes that are focused on the study, and 

background processes are other processes whose 

inventory data are adopted from secondary datasets 

such as Ecoinvent (for raw materials and 

infrastructure) [14], GaBi (for electricity) [15] and 

various studies. The inventories used for the 

assessment are listed in Table 2. The life cycle 

emissions for the considered system are divided 

into three parts for simplification as shown in Fig. 

2: i) Upstream including the production and 

distribution of the fuels and electricity generation 

and distribution usually referred to as well-to-tank. 

ii) Downstream including emissions from the 

boiler or auxiliary engine, no emissions are 

assumed from the heat pump operation, and iii) 

Manufacturing of the system components such as 

the oil boiler and heat pump.  

 
Figure 2: System boundary considered in the study 

showing background and foreground processes. 

In the upstream stage for S1, the GHG intensity 

of the electricity mix varies with the port where the 

ship is moored (Gothenburg and Kiel for case 1, 

and Oslo and Kiel for case 2). Hence the GHG 

intensity of the electricity mix in Sweden, Norway, 

and Germany for Gothenburg, Oslo, and Kiel 

respectively are used. GHG intensity of the 

electricity mix for Sweden and Norway considered 

in this study is 30gCO2eq/kWh [16, 17], and 

280gCO2eq/kWh for Germany [16]. The global 

volume-weighted average GHG intensity for crude 

oil production and refining is used (17.6 

gCO2eq/MJ) for the MGO production phase [18]. 

For electro-methanol production, it is assumed that 

the fuel would be produced from renewable 

electricity and is adopted from the study [8] and has 

a GHG intensity of (-)60gCO2eq/MJ. The reference 

study for electro-methanol has included the cradle-

to-grave impact of producing electro-methanol 

including the impacts from the infrastructure 

(electrolysis, direct air capture, and methanol 

synthesis), generation of electricity required for 
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various processes, production of consumables 

required for the processes, and process emissions. 

The negative value is because the CO2 used in fuel 

production is sourced from direct air capture, 

where CO2 is removed from the air and stored in 

the fuel [8].  

Downstream, the main emissions are from 

auxiliary engines used to produce electricity for the 

operation of the heat pump for S2a and S2b, and for 

S3a and S3b the emissions are from oil boilers. 

Both vessels are fitted with selective catalytic 

reduction for NOx abatement to meet the Tier 3 

requirements. The emissions from engines and 

boilers ‘per engine output, in kWh' are adjusted to 

the energy of the fuel ‘per MJ fuel used’. MGO 

with 0.1 % sulfur content is considered with 75.08 

g of CO2, 0.05 g of SOx, and 0.05 g of NOx (after 

abatement) for 1 MJ of MGO burned (LHV of 

42.7MJ/kg is assumed) [6, 19]. For 1 MJ of 

methanol, 69.10 g of CO2 emission is considered.  

Other GHGs (methane and nitrous oxide) are not 

considered. These are simplified assumptions 

considering a 50% load and it may be noted that the 

emissions would vary with the engine or boiler 

load, air-fuel ratio, etc. The waste heat from the 

engines was assumed to be 20% of the engine 

output [7], while the heat pump is operated using 

an auxiliary engine thereby reducing the heat 

required from the heat pump and the peak power of 

the heat pump.  

Table 2: Parameters and cost of the components 

considered in the study 

 Efficiency Specific 
CAPEX  

O&M cost Refs 

Auxilary engine 35% a 350€/kW 2 % [8,20] 

Oil-boiler 90% 100€/kW 2 % [21] 

Heat pump 3.5 b 750€/kW 1 % [21,22] 
a assumed, b coefficient of performance 

 For manufacturing and end-of-life of 

components, the power rating of the component 

determines the size of the components (see Table 

1). A heat pump with a lower power capacity is 

assumed for scenario 2 (calculated to be 90%) than 

for scenario 1 as the excess heat from the auxiliary 

engine is also used. The material composition of 

the heat pump and boiler for inventory analysis is 

assumed from the study by Miralles et al. [23]. It is 

assumed that additional auxiliary engine capacity 

is not required considering that the installed 

capacity that is used during navigation through the 

sea may be used at ports for supplying electricity to 

the heat pump. Since additional capacity is not 

assumed, the engine construction is not included in 

the assessment.  

The total life cycle impact assessment (LCA) 

for global warming potential (GWP) 

(kCO2eq/year) is calculated by combining the 

environmental impact from upstream (IAWTT 

(kgCO2eq per MJfuel)), downstream (IATTW 

(kgCO2eq per MJfuel)), manufacturing with end-of-

life recycling (IAman,eol (kgCO2eq per kW)) phases 

as shown in Equation 1. In addition, the emission 

of SOx and NOx are calculated for each option but 

not converted to a midpoint indicator such as 

acidification or eutrophication. 

𝐿𝐶𝐴 =  𝐼𝐴𝑊𝑇𝑇 × 𝑓𝑐 + 𝐼𝐴𝑇𝑇𝑊,𝑐 × 𝑓𝑐 +
𝑃𝐶 × 𝐼𝐴𝑚𝑎𝑛,𝑒𝑜𝑙

 𝑡
    (1) 

where fc is the annual fuel consumption in MJ, 

PC is the capacity of the heat pump or boiler for 

each scenario (kW) and t is the service life of the 

engine, boiler, and heat pump which is assumed to 

be 25 years. 

2.4 Economic assessment 

The economic assessment is performed using 

the total cost of ownership (TCO) method based on 

the system boundaries in line with the LCA as 

shown in Fig. 2. In addition, the cost is calculated 

for the functional unit ‘the annual thermal energy 

required for the ship while at port’. Three costs are 

considered: 1) operation cost related to the fuel or 

electricity use, ii) capital cost related to the cost of 

equipment, and iii) maintenance cost. The cost for 

components and maintenance costs are also shown 

in Table 2. The operational cost considered here is 

the cost of the fuel or electricity required for the 

operation, represented by CF (€/MJ). Capital cost is 

the cost of capital equipment (heat pump or oil 

boiler) represented by EC (€/kW) and the capital 

cost is converted to the net present value where the 

future cost is discounted to the present value using 

the capital recovery factor (crf) given in Equation 

2, where t is the service life of the components, and 

i is the discount rate (5%).  

 𝑐𝑟𝑓 =  
𝑖 (1+𝑖)𝑡

(1+𝑖)𝑡−1
             (2)    

The annual maintenance cost is considered based 

on the capacity of the capital equipment (CM) 

(€/kW/year). The total cost of ownership (TCO) 

(€/year) is the sum of all costs converted into 

annual costs as given in Equation 3. 
 

𝑇𝐶𝑂 =  𝐶𝐹 × 𝑓𝑐 + 𝐸𝐶 × 𝑃𝐶 × 𝑐𝑟𝑓 + 𝐶𝑀  × 𝑃𝐶             (3) 

The following costs are considered for the fuel 

costs, for electricity (including the power tariff) 

100€/MWh, for MGO 700 €/t, and for electro-

methanol 1870 €/t [8]. 
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2.5 Uncertainty and sensitivity analysis 

The COP of the heat pump is sensitive to the 

sink and source temperatures which depend on the 

placement of the heat pump. For instance, a higher 

COP can be achieved if heat pumps can reuse low-

temperature engine cooling water, which is 

normally discharged into the sea [11]. Hence, we 

include a range of possible outcomes in the analysis 

by considering COP values between 3 and 4 and 

included these uncertainty levels in the result. The 

influence of the EU ETS as a policy for individual 

scenarios is included in the sensitivity analysis. In 

the analysis, the price of the emission allowances 

varied between zero and 300 €/tCO2. The analysis 

is performed individually for all scenarios as the 

policy applies to all configurations but will have an 

impact only on scenarios where marine gas oil is 

used. This can be considered similar to a carbon tax 

on fossil emissions from ships.  

3. RESULT 

3.1 Energy efficiency 

The energy consumption results for the 

different scenarios are shown in Table 3 for both 

case study vessels. Significant savings in the 

energy required for different scenarios are 

observed. In S1, where the thermal load is supplied 

by a heat pump supplied with onshore port power, 

the energy required is 78% less than in S3a and S3b 

when the thermal load is supplied from an oil 

boiler. In S2a and S2b where the heat pump needs 

to be operated using electricity generated from the 

auxiliary engine the energy required is 31% less 

than that in scenarios where the thermal load is 

supplied from an oil boiler (S3a and S3b). The 

results show that installing a heat pump can reduce 

the energy use of the ship even if electricity has to 

be generated onboard using auxiliary engines. 

These case study vessels are already connected to 

the OSP, but installing a heat pump for other 

passenger ships that are not connected to the OSP 

is also beneficial from an energy use perspective. 

  

Table 3: Energy consumption for different scenarios 

 S1 S2a & S2b  S3a & S3b 

Case study vessel 1 

Electricity from port (GJ) 3900 - - 

MGO required (GJ) - 12000 17350 

Case study vessel 2 

Electricity from port (GJ) 7200 - - 

MGO required (GJ) - 22200 32000 

% Energy saved  

compared to boiler 

78% 31% - 

 

3.2 Emission results 

The GHG emissions for all five scenarios are 

assessed from cradle to grave for the thermal load 

of the case study ships while moored at port. Fig. 3 

shows the GWP results for the different scenarios 

accessed for the first case study vessel. The results 

show that GHG emissions can be significantly 

reduced when a heat pump connected to the OSP is 

used for the thermal load (S1). There is an 87% 

reduction in GHG emissions compared to the boiler 

powered by MGO. In S2a, when the heat pump 

operates using electricity from auxiliary engines 

run on MGO, the GHG emission reduction is 

approximately 38% compared to the case with 

MGO and an oil-fired boiler (S3a).  

 
Figure 3: GWP of different scenarios for the first case 

study vessel. Total higher is total GHG emission considering 

heat pump COP 3 and lower is for COP 4. 

Using electro-methanol in the boiler as in S3b 

and electro-methanol in the engine to power the 

heat pump as in S2b can have lower life cycle GHG 

emissions than a scenario where the heat pump is 

connected to an OSP (S1). This reduction is due to 

the assumption that the electro-fuel is produced 

from renewable electricity, whereas while using 

OSP about half of the electricity is considered from 

the electricity mix of Germany (GHG intensity of 

electricity mix is high). This scenario will be 

different in the future when more renewable energy 

is available in ports. 

Fig. 4 shows the GWP for the different 

scenarios for the second case study vessel. The 

result is similar to the first case study with 87% 

GHG emission reduction for the S1 and 38% 

emission reduction in S2a compared to scenario 

S3a. In both cases, it can be noted that the impact 

of the manufacturing of the component is 

negligible for both the heat pump and the boiler. 

While using MGO and electro-methanol the 

emissions are primarily during the operation phase 

and for S1 there are no emissions during operation. 
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Apart from the GHG emission reduction that 

can be obtained using the heat pump, there are 

reductions in NOx and SOx emissions. For the first 

case study vessel, there is an emission reduction of 

860 kg of SOx and 900 kg of NOx for S1 and an 

emission reduction of 330 kg of SOx and 340 kg of 

NOx for S2a. Because electro-methanol has no 

sulfur in the fuel, there will not be any significant 

SOx emission in scenarios with electro-fuel. For 

electrofuel scenarios (S3a and S3b), NOx emissions 

are not evaluated in the study. 

 
Figure 4: GWP of different scenarios for the second case 

study vessel. Total upper is total GHG emission considering 

heat pump COP 3 and lower is for COP 4. 

The results on varying the COP of heat pumps 

are also shown in Fig. 3 and Fig. 4. Reduction of 

COP from 3.5 to 3 increases the emission by 16% 

for S1a and by 15% for S2a for both vessels. 

Increasing COP from 3.5 to 4 decreases the 

emission by 12% for S1a and S2a for both vessels.  

The results show that the detailed design of the heat 

pump system for optimizing the COP can affect the 

emission reduction potential. 

3.3 Cost results 

In this section, the results from the TCO for both 

case studies with different scenarios are analyzed. 

Fig. 5 shows the TCO for different scenarios 

accessed for the first case study vessel. The results 

show that S1 (heat pump with OSP) and S2a (heat 

pump with auxiliary electricity fueled by MGO) 

are more expensive than MGO-fired boiler. 

However, compared to the electro-methanol cases 

(S2b and S3b) S1 has a significantly lower cost. 

This shows that comparing the cost associated with 

GHG reduction, heat pumps connected to OSP 

have better prospects than other options such as 

switching to electro-fuels. It may be noted that the 

cost associated with EU ETS is not included in the 

result, and the effect of the EU ETS can make heat 

pumps more competitive which is detailed in 

section 3.4. The main cost associated with the heat 

pump is the cost of investment whereas it is the cost 

of fuel for the boiler option. With a higher cost of 

fuel as in S2b and S3b, the heat pump connected to 

the auxiliary engine has a considerable advantage 

over the boiler due to its higher overall efficiency.  

 
Figure 5: TCO of different scenarios for the first case 

study vessel. The higher represents the total cost considering 

heat pump COP 3 and the lower is for COP 4. 

Fig. 6 shows the TCO for different scenarios 

accessed for the second case study vessel. For the 

second case study vessel, scenario 1 (the heat pump 

with OSP) has a similar cost to that of the MGO-

fired boiler and has lower TCO when the COP of 

the heat pump is assumed to be 4. The difference in 

the results between the case studies highlights that 

the investment decision differs depending on the 

ship under consideration. With ships having a 

higher thermal demand (as in case 2), heat pumps 

would be competitive even without an incentive. 

This is because the higher investment cost is 

covered by decreased energy use (due to higher 

efficiency). 

 

 
Figure 6: TCO of different scenarios for the second case 

study vessel. The higher represents the total cost considering 

heat pump COP 3 and the lower is for COP 4. 
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The uncertainties in the TCO results on 

different COPs of heat pumps are also shown in 

Fig. 5 and Fig. 6. A reduction in COP from 3.5 to 3 

increases the TCO by 6% for S1a and by 8% for 

S2a for both vessels. Increasing the COP from 3.5 

to 4 decreases the TCO by 5% for S1a and 6% for 

S2a for both vessels.  The variation is lower 

compared with GHG emissions as the major cost 

associated with the heat pump is the investment 

cost. 

3.4 Sensitivity analysis 

In this section, TCOs are accessed for different 

carbon emission allowance prices if the EU ETS is 

introduced in the shipping industry. Fig. 7 shows 

the sensitivity analysis for different scenarios 

accessed for the first case study vessel. The results 

show that at the present allowance price level 

(about 90€/tCO2), the heat pump connected to the 

OSP (S1) has significant cost benefits compared to 

S3a with an MGO-powered boiler. The return on 

investment calculation shows that with an 

allowance price of 90€/tCO2, the payback period is 

six years. This indicates that retrofitting case study 

vessel 1 is economically desirable if ETS is 

introduced.  

 
Figure 7:Sensitivity of TCO with different ETS prices for 

the first case study vessel 

 
Figure 8: Sensitivity of TCO with different ETC prices 

for the second case study vessel 

Fig. 8 shows a similar sensitivity analysis for 

the second case study vessel. For the second case 

study vessel already S1 has a TCO similar to that 

of base case S3a. Sensitivity analysis results show 

that S2a when the heat pump is operated using the 

auxiliary electricity also will be cost-competitive if 

ETS is considered. The return on investment 

calculation shows that heat pumps powered by 

OSP have a payback period of only 2.5 years with 

the present rate of ETS. 

 

4. DISCUSSION 

Similar to other sectors, such as industry, 

commercial, and residential sectors, the shipping 

sector especially the passenger segment can make 

use of heat pumps for decarbonization efforts to 

meet the heating demand. The utilization of heat 

pumps is mostly limited to the time at the port when 

the OSP is available due to the excess heat 

available from the engines in the shipping sector. 

The study accessed the possibility of using the heat 

pump directly from the OSP and using auxiliary 

generation sets from the energy, economic, and 

environmental perspectives. 

Replacing oil boilers with heat pumps powered 

by OSP has multiple benefits from energy 

efficiency to the reduction of emissions such as 

GHGs, SOx, NOx, etc. This is particularly 

important for passenger ships as in the case study 

vessels as the ship operates the boiler in the port 

where air quality is a major concern [24]. There are 

also some emission reductions and fuel savings 

even if the electricity required for the heat pump is 

produced using auxiliary engines instead of being 

connected to the OSP. The life cycle result for the 

heat pump operated from OSP also shows a 

significant global warming potential reduction 

compared to oil-fired boilers, even considering the 

present electricity mix. With more renewables in 

the electricity mix available in the ports, these 

benefits would be even higher. The result also 

shows that the impact of the component production 

is negligible compared to the upstream (fuel 

production) and downstream (operation) 

emissions.  

The total cost of ownership results show that 

cost competitiveness varies with the case study 

vessel parameters. However, the proposed 

regulations such as EU ETS can make a significant 

difference in the cost competitiveness of the heat 

pump system compared to the MGO boilers. The 

results show that for the second case study vessels 

can have a return on investment in less than three 

years if the price of carbon allowances in ETS is 

above 90€/tCO2eq. The major cost item in the TCO 

is the investment cost of the heat pump, policies 
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that support investment in heat pumps can also be 

beneficial.  In addition, the investment cost is for 

the total capacity to be installed onboard, and 

support systems such as thermal energy storage can 

reduce the capacity of the heat pump by avoiding 

peak demands. Combining such measures can 

further reduce investment and operating costs. 

However, this aspect was not assessed in the 

present study. 

One of the major limitations of this study is that 

the complete operation profile of the case study 

vessels including variations in the season, was not 

considered. The study could have included an 

uncertainty analysis of the cost of the fuel and 

investment cost for these options as well as the size 

requirement of the components onboard. This 

study is restricted to a preliminary analysis, and a 

detailed analysis may be performed in future 

studies considering the above aspects. Other 

benefits such as the possibility of using heat pumps 

reversibly during summer for cooling, easier and 

safer operation of heat pump, and increasing 

efficiency further by utilizing the low-temperature 

heat from the engine could also be investigated in 

future studies. 

5. CONCLUSION 

This study provides a preliminary comparison 

of the economic and environmental implications of 

installing heat pumps on two passenger vessels. In 

terms of thermal load alone, the heat pump has a 

GWP that is 87 percent lower than that of an oil-

fired boiler. In addition, switching to a heat pump 

eliminates the NOx, and SOx emissions, which have 

a negative impact on the air quality in the populated 

areas near the port. When connected to onshore 

power, the heat pump has a higher total cost of 

ownership without the emission trading scheme for 

the first case study vessel and less for the second 

case study ship. With the emission trading scheme, 

heat pumps are cost-effective for both case study 

vessels, and have a lower cost of ownership 

compared to using electro-fuel in a boiler. In 

summary, the replacement of a boiler with a heat 

pump is found to be an effective emission reduction 

measure for ships using onshore power, but the 

study observed that the payback period will vary 

depending on the vessel's energy needs and price 

level for emission allowances. 
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APPENDIX A 

A.1 Nomenclature 

CF Cost of the fuel (€/MJ) 

EC Capital cost (€/kW) 

crf Capital recovery factor  

i Discounting rate (%) 

t Service life (years) 

CM Maintenance cost (€/kW/year) 

TCO Total cost of ownership (€/year) 

PC Heat pump or boiler capacity (kW) 

fc Annual fuel consumption (MJ) 

GWP Global warming potential (kgCO2eq) 

IA Impact assement result  
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Abstract
The maritime industry is undergoing a significant shift towards more sustainable and efficient forms of transportation. As
a result, designing Power, Propulsion and Energy (PPE) Systems for future vessels presents new challenges that require
a systematic approach that reduces the risk in development and implementation. This paper focuses on three aspects of
such a systematic approach: Model-Based System Engineering (MBSE), Co-design, and Verification and Validation. The
MBSE approach can be used to mitigate the risks associated with the transition by maintaining a clear traceability of
user needs, functional requirements and physical realizations. A rigorous needs analysis and functional design reduces
the optimisation design space that results in a significant reduction in the complexity of a design optimisation problem.
Further, co-design is discussed as a methodology for a combined optimisation of the hardware and software design where
the Modular Energy Management approach supports automated controller generation for the optimisation, a key challenge
when optimising PPE systems. An important aspect of the MBSE approach is the use of models for the verification and
validation of the developed designs. However, the successful use of models is contingent on their applicability. This paper
proposes a way to categorise model confidence for verification and validation studies.

Keywords: PPE; MBSE; Co-Design; Energy Management; FMI.

1 INTRODUCTION

The use of fossil fuels significantly contributes to
pollution and greenhouse gas emissions. To prevent
further climate change, both the International Mar-
itime Organisation (IMO) and the European Union
(EU) have defined ambitious and compulsory tar-
gets for the reduction of emissions in the near fu-
ture. The EU’s objective is to reduce greenhouse gas
emissions by at least 55 percent by 2030 and achieve
climate neutrality by 2050 [1]. Similarly, the IMO
aims to reduce CO2 emissions per transport work,
as an average across international shipping, by at
least 40 percent by 2030, with efforts towards a 70
percent reduction by 2050, compared to 2008 levels
[2].

Several regulations related to these targets have
been introduced. The EU introduced the ”Fit for
55” package, which includes measures such as the
Emission Trading System (ETS). The ETS enables
the direct reduction of greenhouse gases by set-
ting an overall emission cap per sector and enabling
emission credits trading between partners. The re-
vised Renewable Energy Directive (REDII) focuses
on greening fuel production and distribution. Addi-
tionally, FuelEU Maritime aims to increase the share
of renewable and low-carbon fuels in the maritime

fuel mix. In parallel the IMO regulates the energy
efficiency of newly built ships by means of the En-
ergy Efficiency Design Index (EEDI) and the energy
efficiency of operational ships with the Ship Energy
Efficiency Management Plan (SEEMP). These reg-
ulations become progressively more stringent over
time, with the aim of achieving greater emission
reductions.

Clearly, the transition from fossil fuels to cleaner
and more sustainable alternatives implies a big chal-
lenge for the maritime sector. The introduction of
many upcoming regulations adds to the complexity,
and their precise impact is now always in advance.
Furthermore, there are many unknown factors to
consider — Which fuels to choose? Which power
& energy systems are suitable for my operation?
How reliable are these new systems considering that
many techniques are not yet fully mature? What
emission reductions can we achieve and do the so-
lutions comply with the upcoming regulations?

Given that this energy transition in the mar-
itime sector is rapidly evolving, the conventional
approach to design may not be sufficient to keep up
with the pace of change. It becomes essential to
adopt a ”first time right” approach and pursue par-
allel and multidisciplinary developments as much
as possible. This paper aims to describe an ap-

@2023 Wilkins, S. et al. published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons Attribution CC BY
license.
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proach that addresses the forthcoming challenges in
the maritime sector. At the core of this approach is
Model-Based System Engineering (MBSE), which
provides a well-structured methodology to reduce
the risks during the development and construction
of future vessels. By establishing a clear traceability
of user needs, functional requirements, and physical
realizations, MBSE enables early-stage risk reduc-
tion in the design process. Additionally, this ap-
proach incorporates verification and validation test
plans that can be traced back to these needs and re-
quirements, further enhancing the reliability of the
vessel development process.

Furthermore, the majority of new low- or zero-
emission fuels present challenges in terms of weight
or volume. Consequently, future vessel designs will
need to be optimised to accommodate these fuels
based on user needs, while also optimising opera-
tional efficiency. The complexity arises from the
interplay between these two aspects: optimised de-
sign and optimised operation. To address this chal-
lenge specifically in the Power, Propulsion, and En-
ergy System, the paper proposes the utilisation of
co-design. Co-design is a methodology that inte-
grates the design of the physical system with the
design of the control system. This integrated ap-
proach necessitates an automated method for gen-
erating an appropriate Energy Management strat-
egy. The Modular Energy Management Strategy
(MEMS) effectively fulfills this requirement. A case
study from the automotive sector that demonstrates
this approach is also presented. By incorporating
MEMS within a co-design framework, supported
by an MBSE-based approach, this article presents a
solution to address the upcoming challenges in the
maritime sector.

This approach will be explained in this paper.
The application and demonstration of this approach
will be subject of future publications. This work
is part of the Methanol as an Energy Step towards
Zero-Emission Dutch Shipping (MENENS) project
which aims to make a significant impact on the
Dutch shipping industry and reduce CO2 emissions
by laying out the framework for equivalent safe use
of methanol as a fuel in commercial shipping that is
cost-effective and sustainable [3].

2 THE MBSE APPROACH: CHALLENGES
AND OPPORTUNITIES FOR MARITIME

2.1 The MBSE Methodology

MBSE applies models to support system require-
ments, design, analysis, verification and validation

activities beginning in the conceptual design phase
and continuing throughout development and later
life cycle phases [4]. MBSE replaces a document-
centric engineering approach with a model that
serves as a “single-source-of-truth”. As stated by
Friedenthal et al. [5], “The output of the systems
engineering activities is a coherent model of the
system (i.e., system model), where the emphasis
is placed on evolving and refining the model us-
ing model-based methods and tools.” This System
Model or System Architecture Model is the hub for
integrating data, engineering analysis, and simula-
tion models used across the product life-cycle [6].
This integration improves consistency and traceabil-
ity through the design process into operations.

The use of MBSE has several advantages. It re-
sults in more complete and consistent requirements
when used for requirement development and engi-
neering [7], [8]. The model-based approach can
improve the design process by improving collabo-
ration between stakeholders by providing a consis-
tent model across domains and enabling multiple
viewpoints from different perspectives [9], [10]. It
improves quality by enabling rigorous traceability
among requirements, design, analysis, and testing
[11], [12]. Furthermore, it facilitates ongoing re-
quirements validation and design verification from
the early phases of a complex project [5], [13], [14].
All of these aspects reduce the risks associated with
complex projects.

However, there are challenges in adopting the
MBSE approach in organisations. Designers and
engineers across all disciplines involved in the
project need to understand the MBSE approach [15].
In addition, when working with a large diverse set
of stakeholders across organisations, it is challeng-
ing to create a mechanism where stakeholders up-
date the integrated architecture model rather than
their own representations that they are used to [12].
Simpson et al. [16] stated that “The maximum
benefit of employing a single integrated end-to-end
description may only be realized if it serves as a
single source of truth for capturing, representing,
and communicating the description of the latest ar-
chitecture design by the majority of the stakehold-
ers involved.” Feedback from MBSE users shows
that it remains difficult to create an accessible sin-
gle source of truth for multiple, multi-disciplinary
stakeholders. The risk is that MBSE tool users be-
come experts and external stakeholders need them
to translate the MBSE model content, making the
MBSE model just another dataset. Another chal-
lenge is interfacing the system architecting tool to
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the existing tools being used in the design process.
Many tools are already involved in the design, anal-
ysis, and testing of projects, and the integration of
results from these tools in the system model should
be automated to maintain consistency and prevent
ambiguity by duplication. Despite these challenges,
there is a clear advantage to applying the MBSE ap-
proach to complex projects. In a review, Carroll
and Malina [7] reported a significant advantage in
project performance by applying the SE/MBSE ap-
proach. They also report that an MBSE approach
improves engineering efficiency and prevents costly
rework.

The MBSE approach is built upon three pillars:
modeling methods, modeling languages, and mod-
eling tools/software, as illustrated in Fig. 1.

Method

Language Tool

MBSE

System Model

Figure 1: MBSE pillars. From [17]

MBSE Methods

MBSE modeling methods are conventions and
step-wise procedures that describe the development
and building of a system model. Methods usually
define the amount of information and the sequence
in which it is used. The most widespread MBSE
modeling approaches are Harmony-SE, Object-
Oriented System Engineering Method (OOSEM),
System Modeling Method (SYSMOD), and Archi-
tecture Analysis & Design Integrated Approach
(ARCADIA). Each of the listed methods has similar-
ities to the rest but also unique characteristics. Some
methods such as OOSEM are tool-independent,
whereas others can be realized only with one spe-
cific tool.

MBSE Languages

A Model-Based Systems Engineering language
refers to a specific modeling language that is used
to logically describe and represent systems within
the MBSE approach. Such a language provides a
standardized set of notations, symbols, and rules
for modeling elements and relationships that en-
able stakeholders to create and communicate system

models without ambiguity. The most frequently-
used MBSE languages are the Unified Modeling
Language (UML) and the Systems Modeling Lan-
guage (SysML), with the latter being an extension
of the former. UML is applied in software engi-
neering while SysML is better suited for systems
engineering applications.

MBSE Tools

MBSE modeling tools are software platforms
that enable the realization of the modeling proce-
dures using the modeling languages. Tools provide
user interface and may have a set of different func-
tionalities, some being:
• Modeling and Diagramming - provide a vi-

sual environment for creating and editing system
models using diagrams specific to the chosen
modeling language. Commonly used tools are
Capella, IBM Rhapsody, Cameo Systems Mod-
eler, etc.

• Simulation and Analysis - system behavior anal-
ysis, system simulations, and assessment of sys-
tem performance. Popular tools include MAT-
LAB/Simulink and ANSYS.

• Requirements Management - management of re-
quirements and dependencies. While IBM Ra-
tional DOORS is an example of a specialised re-
quirement management tool, many modeling and
diagramming tools are adopted for requirement
management as well.

2.2 Application to maritime

Although models have been used extensively in
the maritime sector, literature on the application of
the MBSE approach is limited and most of these
studies focus on naval applications. Poullis de-
scribed prevalent ship design methodologies and
explored the use of MBSE to address some of the
shortcomings [13]. Furthermore, Tepper explored
the use of MBSE in the design of the propulsion sys-
tem for a naval ship [19]. The study highlighted the
importance of beginning system architecture devel-
opment at very early stages of ship design to ensure
that the architecture is well-defined and addresses
the needs of the stakeholders. Like experience from
other industries, this study also identified the bene-
fits of MBSE in enhancing communication, require-
ment traceability, and improved decision-making.
Kerns et al. found that the complex relationships be-
tween systems and processes can be better managed
by building a system architecture [20]. The system
architecture can then be the single source reposi-
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Figure 2: The Arcadia Capella MBSE approach (left) with its different steps (middle) and level of detail (right).
The SPEC (Ship Power and Energy Concept) tool is a maritime sector design exploration tool that was integrated
in the MBSE approach. From [18]

tory for all the information required for or produced
by the ship design process. This was also found to
be a useful tool for understanding the impacts of
design decisions or changes on the physical design
as well as on other aspects of the architecture like
cost, function and capabilities. Similarly, Pearce et
al. identified improved design consistency, preci-
sion, traceability, subsystem integration, and design
evolution as key benefits attributed to the use of the
MBSE approach [21].

More recently, the NAVAIS (New Advanced and
Value-Added Innovative Ships) project used the
MBSE approach in a modular system engineering-
based ship design procedure [22], [23]. Veldhuis
et al. reported the benefits of MBSE based design
using a case study in [18]. The study used the Arca-
dia method in Capella for the Power, Propulsion and
Energy (PPE) system architecture and requirements
development for an Inland Patrol Vessel. Fig. 2
shows the structure of the method followed by the
authors. The paper highlighted the importance of
traceability and consistency in the design approach.

2.3 Lessons from other sectors

The maritime sector is not alone in its pursuit of
MBSE and suitable methods towards a structured
design process. One particular industry which as
adopted and matured the MBSE approach is the
automotive industry. Whilst there are many simi-
larities in the challenges in this sector, it should be
noted that not all of the manners in which the in-
dustry and market act is the same, and therefore a
careful mapping of methods and solutions from this

sector to maritime should be made.
For automotive, before model-based design, the

development of new vehicles for the market would
have gone through several prototype/mock-ups be-
fore series production. The onset of MBSE method-
ologies has reduced the need for full prototype
development and testing. Tools and workflows
such as utilising SysML have largely replaced the
document-centered design process. Due to the rela-
tive scale of the industry, components (and models)
have been standardised and modular solutions have
been in focus for newer families of products.

The automotive development cycle traditionally
follows a V-cycle, capturing the design process on
the left, and the validation process on the right.
The approach shown in Fig. 2 forms the left side
of the V-cycle that results in a design in the form
of a Physical Architecture. Due to the flexibility of
the MBSE process, modern development also en-
compasses a V-cycle within the V-cycle wherein a
virtual development loop is performed.

Within this inner V-cycle, the design is evaluated
using virtual tests towards the compliance of spec-
ifications and requirements, as depicted in Fig. 3.
This allows for optimisation of the design towards
given criteria (such as cost, energy efficiency etc.).
Several methodologies exist for virtually optimis-
ing the design of a system. One emergent technique
highlighted in this paper, is that of co-design dur-
ing this process. This is explained in the following
section. Co-design is an emerging methodology
finding place in both research and industrial con-
texts.
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Figure 3: The new ”V in V” process - early and continuous feedback in early systems design phases.

3 OPTIMISED DESIGN OF PPE SYSTEMS
USING CO-DESIGN

Although the MBSE approach brings structure
and traceability to the design process, the techni-
cal challenges in designing an effective power and
propulsion system are addressed by the co-design of
component topology, sizing and controller. In this
paper co-design refers to the specific aspect of the
concurrent optimal design of plant (as topology or
size) and control as reported in [24].

Co-design is a methodology that combines the
design of the hardware of a system, alongside its
control. In so doing, control techniques can be used
to overcome the limitations of the selected compo-
nents, whereas choices in the powertrain topology
can enable improved control application.

For the design of the hardware, the first design
space is for the selection of the logical connection of
components (i.e. the topology), as illustrated in Fig.
4. In the next layer, the choice of what technology
of the components is made, after which the compo-
nents can be sized in relation to the requirements of
the system. Finally, the inner-most level, the control
methodology can be defined.

Figure 4: Co-Design Layered Approach. From [25]

It should be noted that there is some resemblance
with the Arcadia method; in particular the Logical

and Physical architecture from Arcadia match the
Topology and Technology/Size layers in the Co-
Design approach.

This layered view of system design can imply
a nested approach to the design problem. The co-
design methodology focuses on finding the optimal
topology, sizing, configuration, and control of a
power and propulsion system, based on a defined
design objective function. The design objective
functions are typically either a weighted equivalent
function, or left open in terms of a multi-criteria
approach.

Fig. 5 illustrates the availability of several vari-
ants of the co-design methodology. The most com-
mon co-design methodology exploits the alternating
plant and control design architecture. Compared to
nested and simultaneous schemes, this is seen to be
more computationally efficient and easier to imple-
ment [25].

Figure 5: Co-Design Methodology Concepts. From
[25]

Within an alternating co-design methodology,
the plant design is fixed, allowing for the control
design to take place at each stage. Once the con-
trol design is complete and evaluated, the results are
used for the next iteration where the design of the
plant is updated. Through an optimisation scheme,
this methodology eventually converges into a plant
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and control design, which is measured as optimum
and satisfies any requirements or constraints placed
on the system.

For the maritime sector important optimisation
objectives include fuel consumption, emission, sys-
tem volume and weight, lifetime, and cost. These
aspects are also important for other modalities such
as automotive. The constraints are more maritime
specific, focusing on on-board safety typically in
harsh environments, sizing constraints because of
hydrodynamics and stability aspects and specific
Class Rules. However, an overarching maritime ob-
jective is de-risking of a design that uses innovative,
less mature technologies. In maritime a prototype
is often going into service and needs to be “first-
time-right”. That asks for a robust solution with a
clever balance of the optimisation objectives listed
above. This also makes model-based verification
and validation an important tool in de-risking the
project.

The co-design approach represents an opportu-
nity for virtual development and evaluation within
the design process, representing a virtual V-Cycle
within the usual V-Cycle of system development.

4 CO-DESIGN TOOLS WITHIN MBSE

To utilize co-design techniques effectively, the
use of tools is necessary due to the typically exten-
sive design possibilities. This section explores tools
for plant modeling and control generation, both indi-
vidually and in combination. It’s important to note
that in this context, the terms ”plant” and ”system”
are used interchangeably.

4.1 Plant/System

Modeling, simulating, and analysing the plant
behaviour requires an MBSE modeling tool. One of
the most popular software platforms in the automo-
tive and maritime industries is MATLAB/Simulink.
Simulink is a visual programming environment that
allows for model representation through block dia-
grams, thus enabling the design and optimisation of
complex plants. Plant models can be classified on
the basis of the direction of physical causality used
to simulate the plant. Two main categories exist
- backward (reversed causality) and forward (estab-
lished causality) models. Forward models represent
the plant with high accuracy and are suitable for
developing control algorithms, but require higher
computational power and calibration. Backward-

facing models require less effort to set up and sim-
ulate, making them ideal in cases where a sizeable
design space has to be explored. However, such
models lack the accuracy of the forward ones and
often neglect dynamic effects and physical limita-
tions.

Selecting the appropriate type of model is cru-
cial and it is dependent on the development phase.
Backwards models can be very useful during the
initial design stages where the design space is rel-
atively large. As the development is progressing it
would be logical to use more accurate models that
are relevant for more elaborate testing.

The QSS Toolbox by ETH Zurich is an example
of a Simulink implementation of a backward-facing
modeling library [26]. ADVANCE is a modular
vehicle and powertrain simulation environment de-
veloped by TNO [27]. The Simulink-based forward-
facing type vehicle and powertrain components al-
low for easy set-up of the vehicle of interest due to
the standardized input and outputs.

The ship plant design process typically involves
several stakeholders. Therefore, sharing simula-
tion models across stakeholders who may be using
different simulation platforms is a technical chal-
lenge but essential for consistency. The Functional
Mock-up Interface (FMI) is an industry standard for
model exchange and co-simulation across different
simulation platforms [28], that promotes the MBSE
methodology. Within FMI, models are exported in
a standardized Functional Mock-up Unit (FMU) for-
mat, i.e. an ADVANCE powertrain model can be ex-
ported as a single FMU and reused in a vessel system
model. By allowing for platform-independent inte-
gration of models from several stakeholders, FMI
manages the complexity of large systems and pro-
motes collaboration. The standard originates from
automotive but it is widely used in various indus-
tries, such as aerospace, energy, etc.

4.2 Control

Automation plays a critical role in facilitating
a purely computational approach within the Co-
Design methodology, as highlighted in [29]. Specif-
ically, during the control design phase, it is impera-
tive to automatically generate the controller that ef-
fectively operates on the plant. Although heuristic
rule-based approaches can achieve this, it is widely
acknowledged that these control techniques may not
produce the optimal solution against a control ob-
jective function.

In the automotive domain, various methods of
optimal control theory have been applied for many
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years. However, defining, configuring, and calibrat-
ing these control regimes can be time-consuming
and requires a high level of expertise from control
engineers to implement reliably. As a result, rule-
based control approaches have been dominant, and
optimal control theory has yet to realize its full po-
tential in the automotive domain.

The Modular Energy Management Strategy
(MEMS) developed by TNO uses a dual decom-
position to solve the Equivalent Consumption Mini-
mization Strategy (ECMS) optimal control problem
[30]. This innovative approach involves breaking
down the optimal control problem into smaller sub-
problems, corresponding to subsystems or specific
parts of the powertrain topology, such as the elec-
tric machine or the battery. By accurately model-
ing power flows within the system, MEMS ensures
scalability and the ability to automatically gener-
ate solutions for various powertrain configurations,
provided that the power balances at the nodes are
known.

A crucial modification in MEMS, as opposed to
ECMS, but equivalent, is that the optimisation ob-
jective involves minimising the total energy losses
of each component. This redefined formulation al-
lows for decomposition by considering the input and
output powers of each subsystem.

The use of convex models to represent the pow-
ertrain components guarantees global optimality
when the algorithm converges. To facilitate the
automated generation of optimal control blocks,
MEMS leverages a combination of a component
library, an objective function, a component con-
nectivity matrix, and a defined drive cycle. This
streamlined process enables efficient generation of
the control strategy in Simulink, making MEMS
a powerful tool for optimising powertrain perfor-
mance.

4.3 Plant/System & Control

Unlike plant modeling and control tools, few in-
tegrated plant and control tools for co-design are
available. TNO has developed several powertrain
co-design methodologies:
• TOPDSIGN - an automated tool for powertrain

topology design and control, that aims at provid-
ing initial advice on the powertrain design and
control for hybrid-electric vehicles [31]. The
plant model is realized using the QSS Toolbox
and it is controlled with MEMS.

• ADVANCE+MEMS - integration of an AD-
VANCE (forward) model and a MEMS controller
within a co-design framework for (hybrid) elec-

tric vehicles [32]

4.4 Use-Case Study Co-Design

In this section, we consider a use-case of co-
design applied in the automotive sector. The case
considers the design optimisation of a hybrid truck,
utilising the Modular Energy Management approach
outlined in the European project ORCA [33]. The
optimisation approach considered the sizing of key
components in terms of maximum power, using a
GA approach to find the optimal configuration for a
given overall objective function expressed in terms
of Total Cost of Ownership (TCO) [34]. It should be
noted that the topology of the hybrid configuration
was assumed, and as such the optimisation focused
only on the control and optimal sizing.

Figure 6: Schematic powertrain topology for hybrid
truck [34].

The general approach was also considered by for-
mulating the models within the co-design approach
towards convex formulation, for a hybrid bus ap-
plication [35]. The advantage of this approach is
to guarantee global optimality of the optimisation
approach. However, since the approach is a mixed
integer problem (from the inclusion of gearing), the
convex optimisation is combined iteratively with a
dynamic programming approach.

Figure 7: Testing of the ORCA truck at the Vehicle
Feature Lab [36].

Both approaches were ultimately used to gov-
ern the choice of hardware component sizes for two
demonstration vehicles. These vehicles were as-
sessed against the requirements formulated in the
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MBSE approach through both virtual and physical
testing, as illustrated in Fig. 7.

Such an approach that integrates MBSE, co-
design for the optimisation of ship energy systems,
and verification and validation can be benefitial in
the maritime sector as well.

5 VERIFICATION AND VALIDATION

Using models to perform verification and valida-
tion testing through the design process can reduce
project risks by identifying issues at early stages
of the process. Simulation models can be used to
test the requirements developed through the design
process and ensure that the solution meets the user
needs. However, as with the System Architecture
model, the simulation model requires inputs and co-
operation across disciplines and stakeholder which
is a challenge. Furthermore, when working with
multiple stakeholders on a common model, issues
such as IP protection and the use of diverse mod-
eling software and approaches often arise. While
standards such as FMI described in 4.1 may offer a
step towards a solution, it remains a challenge.

One essential aspect of using models within
MBSE, is the understanding and confidence of their
use from a verification and validation viewpoint. It
should be recalled the clear distinction between the
two, wherein [37]:
• Verification. The evaluation of whether or not a

product, service, or system complies with a reg-
ulation, requirement, specification, or imposed
condition. It is often an internal process. Con-
trast with validation.

• Validation. The assurance that a product, ser-
vice, or system meets the needs of the customer
and other identified stakeholders. It often in-
volves acceptance and suitability with external
customers. Contrast with verification.
When discussing the use of models, it is help-

ful to separate the concepts of the ’model’ in terms
of the implementation of the equations in terms of
code, and ’modeling’ in terms of the definition of
how the physical system is represented by equations.
Given this definition, it is possible to consider that a
modeling approach might be novel, and therefore at
a lower validity level, and where it has been imple-
mented in code correctly. In that sense, the model
can be less valid, but verified, and of course there
can be situations where the converse is also true.

5.1 Model Confidence Level for Verification

As a way to categorise the level of verification
of a model, the following classification is suggested
in Table 1. Since the verification process is part
of the model development, different types of virtual
testing can be applied to verify that the model is
correctly implemented.

Table 1: Verification Confidence categorisation.

Verification
Confidence
Level

Short Name Description

1 Low The code is implemented and
executes, but not checked for
valid output

2 Functional The code is checked for a lim-
ited set of artificial functional
tests, results are compared to
expected outcomes

3 Domain The code is checked within its
domain of intended use, results
are compared to expected out-
comes

4 Independent The code is independently ver-
ified with both functional and
domain tests by third party

5.2 Modeling Confidence for Validation

In contrast to the model confidence, the mod-
eling confidence represents the level of validity of
the modeling approach. In general speaking, this
is a measure of how widely the modeling method
and representation of the physical system are ac-
cepted. Table 2 provides a suggestion for levels of
categorisation for modeling confidence.

Table 2: Modeling Confidence categorisation.

Modeling
Confidence
Level

Short Name Description

1 Novel First of its kind, unproven tech-
nique

2 Adapted Proven in one application, but
applied in a domain where it is
unproven

3 Adopted Widely accepted technique,
only partial evidence of real-
world applicability

4 Proven Widely accepted technique,
validated through wide range of
conditions and applications

5.3 Model Validation Confidence Level

After considering the modeling validity, and
model verification, the level of confidence of the
model validity needs to be determined. This is char-
acteristically, that the model has been fitted with
parameters for the specific system or component
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Table 3: Model Confidence Level categorization.

Model Validation
Confidence Level

Short Name Description

1 Theoretical The model is based on theoretical parameters/inputs only.
2 Derived The model is based on a higher fidelity theoretical model.
3 Benchmarked The model is based on or fitted against a matured simulation model
4 Empirical steady state

lab
The model is based on experimental test data relating to steady state from lab tests in a narrow set
of operating conditions, but combined with theoretical transient behavior and theoretical behavior
in an extended range of operating conditions.

5 Empirical steady state
lab extended

The model is based on experimental test data relating to steady state from lab tests in a wide set of
operating conditions, but combined with theoretical transient behavior.

6 Empirical full lab The model is based on experimental test data relating to both steady state and dynamic behavior in
a wide set of operating conditions from lab tests

7 Combined The model is based on subsystems that are individually validated to at least MCL 5-6.
8 Validated lab The model is based on or fitted and validated against real-world emulated conditions within a lab

environment.
9 Validated real-world

non-domain
The model is based on or fitted and validated against real-world operational data for one application,
but extrapolated for assessment in another.

10 Validated real-world
domain

The model is based on or fitted and validated against real-world operational data for the relevant
application.

which it represents, and that the combination of
the modeling approach and fitted parameters ade-
quately captures the designed accuracy required for
the functional use of the model.

It is clear in this regard, that a model can be mea-
sured at different levels of validity. It is often useful
to rank the level of model confidence. For system
development, the confidence level of components
can be high, but their combination as a system be at
a lower level where the interactions of the models
may be a source of inaccuracy.

A ranking system is suggested in Table 3, which
can be referred as a Model Confidence Level (MCL).
Since models by definition are a simplified represen-
tation of a physical system, it is important to track
their validity through the design process. However,
the availability of data for model validation, espe-
cially in the maritime domain, is a challenge.

5.4 Model Use through the MBSE Process

The MCL for components can be improved
through the design process, or making use of pre-
existing library of components with high MCL from
prior development. In the early stages, relatively
simple models can be used which have limited num-
bers of parameters to fit/scale.

Where laboratory test data, or field operational
data becomes available, the parameters of these
models can be re-fitted improving the MCL.

Further, as component or controller hardware be-
comes available, these components models can be
replaced in the following methods:
• MIL – Model-in-the-Loop. The functional test-

ing to abstract the behaviour of a system so that
the model can be used to test, simulate and verify
itself. Often for control development

• SIL – Software-in-the-Loop. The testing of a
compiled software component, wherein the loop
comprises of a simulated system

• HIL – Hardware-in-the-Loop. The testing of a
single component, wherein the loop comprises
of a simulated system. Controller (PIL) can be
part of the hardware or separate.

The latter of these methods, hardware-in-the-
loop allows for critical hardware to replace models
in the system simulation. These tests can be com-
pleted by the vessel developer, or the component
supplier, provided that the interfacing between the
simulation models and hardware is well defined.
One of the challenges of working in this form, is
allowing for a system model to be made available to
suppliers, or conversely allowing for models to be
made available by suppliers for evaluation.

6 CONCLUSIONS

The maritime industry faces new challenges in
terms of design and development of future vessels,
meeting new emission requirements, and increasing
complexity of design and control. These systems
mean that a systematic approach is required to vir-
tual explore design options, set against the overall
requirements and design objectives. Model-Based
System Engineering (MBSE) is a strong candidate
approach emerging within the sector, already used
in other industrial segments.

This paper has presented the principles of the
MBSE approach as an overview for the method-
ology required for complex vessel development.
Where models are used, care needs to be placed on
understanding their use in terms of verification and
the levels of validation. Several ranking schemes
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are presented to indicate the level of confidence in
the models being used.

Co-design is discussed as a methodology for op-
timising the design of the vessel in terms of both
hardware and controller design, which yields high
potential for complex system design. This method-
ology represents a V-cycle within a V-cycle for vir-
tualised design and assessment. Finally, as a key
enabling technology, the Modular Energy Manage-
ment Approach is discussed, fulfilling the need for
automated controller generation for a given plant
design, as part of the co-design process. All that is
put into context by presenting a use case from the
automotive domain.

The use of the MBSE approach and the innova-
tions presented in this paper still have challenges in
terms of the widespread adoption. These are:
• A common approach for the handling of models

and IP needs to be adopted between suppliers,
vessel developers, and research partners.

• A willingness to share data, or validated models
between stakeholders, with transparency over the
validity

• MBSE approaches beyond the design process,
extending into hardware evaluation via MIL and
HIL methods

• Sharing of tools and methods from the research
community to help accelerate the transition to
MBSE
Overall, a strong and resilient maritime industry

requires collaboration, and the tailoring of methods
to the needs of the sector, and the tough emission
targets ahead.
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Abstract
Shipping is a relatively clean transport method with low emissions per ton-mile compared with road transport. However,
harmful emissions emitted in coastal areas are a concern, as these affect local air quality and health. To reduce sulphur
oxide (SOX ) emissions, the International Maritime Organization (IMO) implemented a global sulphur cap of 0.5 wt%
and the 0.1 wt% limit in emission control areas (ECAs). Ship owners can opt for either low sulphur fuels or wet scrubber
systems. Wet scrubber systems are a reliable method for reducing SOX emissions with capture rates of up to 98%.
These systems may use seawater alkalinity or caustic soda (e.g. closed-loop systems) to neutralise the SOX emissions.
However, the dynamic loading of engines can cause large fluctuations in the exhaust flow conditions, and it is unknown
how these affect the effectiveness of the scrubber. This study explores the impact of dynamic loads on the SOX removal
efficiency of closed-loop wet scrubbers. A dynamic model of a closed-loop wet scrubber utilising fresh water and caustic
soda is developed and verified using publicly available data. The model applies the two-film theory to model the gas-
liquid interface. Billet and Schultes liquid hold-up theory is used to model the liquid film thickness in the packed bed.
Maintaining scrubber efficiency with large load fluctuations or high-frequency fluctuations requires an increased liquid
flow. The scrubber control system used a set-point of 75% of the equivalent compliance limit to ensure compliance with
the 0.1% ECA limit during load fluctuations. The model and results can be used to develop a more advanced control
system for improved scrubber operation and integration with a selective catalytic reduction (SCR) system to demonstrate
compliance with the IMO NOX Tier III limit when using high-sulphur heavy fuel oil (HFO).

Keywords: Dynamics simulation; Modelling; Wet scrubber; System integration.

1 INTRODUCTION

The environment has taken up a crucial role in all
decisions made during the 21st century. Many gov-
ernments have implemented legislation to reduce
greenhouse gas (GHG) emissions such as carbon
dioxide (CO2), methane (CH4) and nitrous oxide
(N2O) emissions [1]. Shipping is currently a rel-
atively clean form of transport with low emissions
per ton-mile [2]. To ensure that the relative contri-
bution of shipping does not increase in the future,
the International Maritime Organization (IMO) has
launched its initial GHG reduction strategy [3]. Ad-
ditionally, the IMO has implemented measures such
as the Energy Efficiency Design Index (EEDI), En-
ergy Efficiency eXisting ship Index (EEXI), Ship
Energy Efficiency Management Plan (SEEMP) and
Carbon Intensity Indicator (CII) [4]–[6].

Harmful emissions such as nitrogen oxides
(NOX ), sulphur oxides (SOX ) and particulate mat-
ter (PM) have become increasingly important due
to their impact on human health, ecosystem acid-
ification and eutrophication [7], [8]. The global

sulphur cap of 0.5 wt% implemented by the mar-
itime industry on January 1st 2020 has significantly
reduced the SOX emissions. Shipping contributed
about 5-8% of all global SOX emissions before the
implementation of the global sulphur cap in 2020
[9], [10].

There are several options to comply with the
0.5 wt% sulphur limit [11]. The solution may be
found in the fuel choice such as a switch to very
low sulphur fuel oil (VLSFO), distillate fuel, or liq-
uefied natural gas (LNG). However, an abatement
technology may also be applied to achieve the spec-
ified limit. The wet scrubber is the most widely
applied SOX emission reduction technology in the
maritime sector and approximately 5000 ships are
currently using such a system [12]. The three main
wet scrubber types are as follows:
• An open-loop system with seawater used as the

wash-water. The alkalinity of seawater is used to
absorb and neutralise sulphur oxides.

• A closed-loop system in which fresh water and/or
seawater is recycled. Caustic soda is used to ab-
sorb and neutralise the sulphur oxides.

@2023 Mestemaker, B. T. W. et al. published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons Attribution
CC BY license.
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• A hybrid system that uses seawater for the open-
loop and seawater and/or fresh water with caustic
soda for the closed-loop.

An open-loop system is implemented in approxi-
mately 81% of the cases, a hybrid system is imple-
mented in about 17% and the remaining systems are
closed-loop systems [12]. The majority of vessels
equipped with scrubbers are cargo vessels crossing
the ocean, sailing from port to port. Work ves-
sels, such as dredging vessels have not yet been
equipped with wet scrubber systems because of the
limited available space on these vessels. Addition-
ally, dredging vessels experience significant load
changes from the dredge equipment, which may also
affect the effectiveness of the scrubber.

The objective of this study is to investigate the
impact of dynamic loads on the effectiveness of
operating a closed-loop wet scrubber system with
caustic soda. This is done to evaluate the poten-
tial of implementing such a system on vessels with
highly transient loads, such as dredging vessels. The
modelling methodology is discussed in Section 2.
In Section 3, the simulations results are discussed,
followed by the conclusions in Section 4, and future
work in Section 5.

2 METHODS

The wet scrubber investigated in this study cleans
the exhaust gas of an internal combustion engine
(ICE) fuelled with high-sulphur heavy fuel oil
(HFO). The scrubber uses scrubbing water (water
mixed with caustic soda) for the absorption and con-
version of the SOX from the exhaust gas. The mod-
elling of the scrubber process has been split between
the gas phase, the liquid phase and the interface be-
tween both phases in which the SOX absorption,
water evaporation and heat transfer occur. This sec-
tion discusses the modelling of the gas phase, the
liquid phase and the interface between the gas and
liquid phases.

2.1 Gas phase

The gas phase of the scrubber is modelled as a
combination of resistance and volume elements as
shown in Fig. 1. This method has been discussed in
more detail by Schulten [13]. These elements are
used to build complex systems in which gas flows.
The venturi, packed bed, and demister are resis-
tance elements, and the lower and upper volumes
(volume below and above the packed bed) are vol-
ume elements. The venturi and demister sections
are assumed to be simple resistance models, while

the packed bed is assumed to be the only location in
which the SOX absorption process occurs.

Figure 1: Schematic of wet scrubber model with
resistance (upper row of blocks) and volume (lower
row of blocks) elements

A resistance element as shown in Fig. 2 calcu-
lates the mass flow between the two volume ele-
ments as a function of the pressure drop. The ele-
ment is modelled as an orifice, because there is no
mass accumulation in it [13]. Equation 1 shows the
mass flow calculation (ϕg) in the resistance element
for an assumed incompressible flow [14] calculated
using the effective area (Aeff ) and resistance coef-
ficient (ζ) of the orifice, pressure (pgin) and tempera-
ture (T g

in) of the gas entering the resistance element,
gas constant (R) and pressure ratio over the resis-
tance element (π).

ϕg =
Aeff√
1 + ζ

·
pgin√
R · T g

in

·
√
2 ·

√
1− 1

π
(1)

Figure 2: Resistance element (mass flow calcula-
tion)

A volume element as shown in Fig. 3 calculates
the pressure in the element based on the mass flows
entering and leaving the element, the temperature of
the mass flow entering and the internal mass and en-
ergy balance [13]. The potential and kinetic energy
terms are neglected in the volume element because
these are small compared with the internal enthalpy
[14].

The mass balance of the volume element is
given by Eq. 2, where the mass change in the el-
ement (dm

g
cv

dt ) is a function of the mass flow en-
tering (ϕg

cv,in) and leaving (ϕg
cv,out) the element.
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The temperature of the element is calculated using
the energy balance of the control volume as shown
in Eq. 3. The internal energy change (d(m

g
cv ·ug

cv)
dt )

in this equation is calculated using the mass flow
(ϕg

cv,in) and enthalpy (hgcv,in) of the flow entering the
element, mass flow (ϕg

cv,out) and enthalpy (hgcv,out)
of the flow leaving the element, heat loss (qgcv) and
work (wg

cv) in the element. The pressure (pgcv) in
the element was calculated using the ideal gas law,
as shown in Eq. 4 with the gas constant (R), mass
(mg

cv) and temperature (T g
cv) of the content of the

element and the volume (V g
cv) as parameters.

dmg
cv

dt
= ϕg

cv,in − ϕg
cv,out (2)

d(mg
cv · ugcv)
dt

= ϕg
cv,in · hgcv,in−

ϕg
cv,out · h

g
cv,out + qgcv + wg

cv (3)

pgcv =
mg

cv ·R · T g
cv

V g
cv

(4)

Figure 3: Volume element (pressure & temperature
calculation)

The SOX absorption, water evaporation and heat
transfer between the gas and liquid phases occur in
the packed bed section of the scrubber. The packed
bed itself is modelled as a resistance element for the
surrounding components. To improve the accuracy
of the results, the packed bed was discretised using
the same resistance and volume element approach,
as shown in Fig. 4.

The removal of the SOX , evaporation of wa-
ter, and heat transfer occur in the internal volume
elements of the packed bed. In these discretised
elements, an interface between the gas and liquid
phases is present, as shown in Fig. 5. The liquid
(shown in blue) is fed to the top of the column
and flows down owing to gravity, and the gas (rep-
resented in grey) is fed to the bottom and moves
upward owing to pressure. Liquid and gas coex-
ist in each discretised element. Absorption towers

are often filled with packing materials to improve
the water distribution and create a large gas-liquid
interface area [15].

Gas and liquid have contact in each section (for
example, random section m in Fig. 5), and there is
simultaneous mass and heat transfer between both
phases. Both phases have their own control volumes
for calculating their respective properties. There is
a bidirectional flow between the control volumes
for the mass flows of the absorbed sulphur dioxide
(ϕSO2) and the evaporated water (ϕevap

H2O
) and the

transfer of heat (q). Each gas control volume (m)
receives its gas input from the previous discretised
element (m-1) and each liquid control volume (m)
receives its gas input from the previous discretised
element (m+1). The interface between the gas and
liquid phase is discussed in more detail in Section
2.3.

Figure 4: Packed bed gas phase discretisation to re-
sistance and volume element

Figure 5: Packed bed presentation in n-sections with
a detailed presentation of random section m

2.2 Liquid phase

The liquid water phase is modelled in the packed
bed section of the scrubber to capture the adsorption
process. Such an elaborate approach is omitted in
the other sections because the majority of the SOX
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absorption takes place in the packed bed. The liq-
uid phase of the other scrubber sections, as shown in
Fig. 1, namely the venturi, lower and upper volumes,
and demister, have not been modelled.

The liquid mass balance in the packed bed is
governed by gravity alone. The slight pressure dif-
ferences in the scrubber vessel that affect the gas
phase are too small to affect water flow. Therefore,
another approach must be applied to model the rate
at which water flows through the packed bed. The
mass balance of the liquid-phase (

dml
pb

dt ) is mod-
elled according to Eq. 5 with the ingoing (ϕl

pb,in)
and outgoing flows (ϕl

pb,out) and the water evapo-
rating (ϕevap

H2O
) as its parameters.

dml
pb

dt
= ϕl

pb,in − ϕl
pb,out − ϕevap

H2O
(5)

Figure 6: Schematic representation of the liquid gas
interface in the model

The packed bed is irregular in shape and orienta-
tion, making it difficult to model. It is assumed that
the packed bed may be modelled as a counterflow
of liquid (downward) and gas (upward) in vertical
flow channels (Fig. 6). The deviation between the
real and modelled flows is the specific surface area
(α) as shown in Eq. 6 to calculate the hydraulic di-
ameter (dh) of the vertical flow channels together
with the void fraction (ϵ) [16].

dh = 4 · ϵ
α

(6)

The liquid film thickness (δl) in the packed bed
is calculated using the ingoing (ϕl

pb,in) and outgo-
ing liquid flows (ϕl

pb,out), water evaporating (ϕevap
H2O

),
liquid density (ρl), the specific surface area (α) and
total volume of the packed bed (Vpb,tot) (Eq. 7).

dδl

dt
=

ϕl
in − ϕl

out − ϕevap
H2O

ρl · α · Vpb,tot
(7)

The liquid velocity in the packed bed (vlcv) is cal-
culated using the empirical formula from Billet and
Schultes for the liquid hold-up in packing materials
[16]. Equation 8 calculates the velocity with the liq-
uid hold-up (hl), liquid density (ρl), cross-sectional
area of the empty scrubber (Asc), dynamic viscosity
of the liquid (µl), specific surface area (α), hydraulic
diameter (dh) of the vertical flow channels, and liq-
uid film thickness (δl).

vlcv =
(hl)3 · g · ρl ·Asc

12 · µl · α2 · dh · δl
(8)

The changes in the liquid flow over the packed
bed height are captured by discretisation of the
packed bed model. The control volumes are as-
sumed as ideally mixed elements. The mass flow
leaving the control volume (ϕl

cv) is calculated us-
ing the liquid density (ρl), hydraulic diameter (dh),
liquid film thickness (δl) and liquid velocity in the
packed bed (vlcv) (Eq. 9).

ϕl
cv = ρl · dh · δl · vlcv (9)

2.3 Liquid-gas interface

The liquid-gas interface is where the heat and
mass transfer between gas and liquid phases occurs.
Sulphur oxides in the gas phase are absorbed by the
liquid phase, where they react chemically with caus-
tic soda (NaOH). Water evaporates from the liquid
phase to the gas phase, while heat is transferred from
the hot exhaust gases in the gas phase to the liquid
phase.

The two-film theory introduced by Lewis and
Whitman in 1924 is used to model the interface lay-
ers between the gas and liquid phases [17], [18].
The transport between both phases by molecular
diffusion is limited by the mass-transfer resistance
of the interface layers. The concentrations of the
substances modelled are in equilibrium at the in-
terface of both layers, but are not necessarily equal
(Fig. 7). Figure 7 also shows a reaction plane for the
chemical reaction between sulphur oxide and caus-
tic soda. The chemical absorption of sulphur diox-
ide (SO2) in the presence of hydroxide (OH−) may
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be considered instantaneous and irreversible [19]–
[21]. Therefore, the model introduced by Danckw-
erts [22] for instantaneous and irreversible reactions
will be adopted. The concentration of sulphur diox-
ide decreases from the bulk gas value (cgSO2,b

) in
the gas film towards the interface value of (cgSO2,i

).
On the liquid side of the interface, the concentra-
tion is (clSO2,i

) and it is constantly reduced. The
reaction plane at distance (δr) in the liquid film is
the location where it encounters the hydroxide con-
centration (clOH−) which has diffused through the
liquid film at distance (δl − δr) from the bulk con-
centration (clOH−,b). Fick’s law is used to model
diffusion in the liquid film [23].

It is assumed that the reaction between the (SO2)
and the (OH−) is completely performed in the re-
action plane and that the (SO2) does not reach the
bulk of the liquid (clSO2,b

= 0).

Figure 7: SO2 and OH− concentrations in the gas
and liquid film and bulk

The mass transfer of sulphur dioxide (NSO2) is
calculated using Eq. 10 and with the following pa-
rameters [24]–[26]: the mole fractions of sulphur
dioxide (ygSO2,b

) in the gas and hydroxide (ylOH−,b)
in the liquid, the diffusion rate of sulphur diox-
ide (Dl

SO2
) and hydroxide (Dl

OH−) in the liquid,
Henry’s constant for sulphur dioxide in the liquid
(H l

SO2
), the mass transfer coefficient for the gas

(kgy) and the liquid (kly), the gas pressure (pg), the
interface surface area (Ai) and the scrubber volume
(Vtot).

Equation 11 is used to calculate the mass transfer
of the water (NH2O) with the mass transfer coeffi-
cient for water (kgy,H2O

) in gas, the mole fractions
of water in the gas (ygH2O,b) and in liquid (ylH2O,b),
the saturated gas pressure (plsat) and the gas pressure
(pg), the interface surface area (Ai) and the scrubber
volume (Vtot) [26], [27].

NSO2 =

ygSO2,b
+

Hl
SO2
pg ·

Dl
OH− ·yl

OH−,b

2·Dl
SO2

1
kgy

+ 1
kly

·
Hl

SO2
pg

·Ai · Vtot

(10)

NH2O = kgy,H2O
· (ygH2O,b−ylH2O,b ·

plsat
pg

) ·Ai ·Vtot

(11)
The heat transfer process from the (hot) gas to

the (cold) liquid phase is illustrated in Fig. 8. The
heat transfer follows from Eq. 12 with the following
parameters [26]: the heat transfer coefficients for
the gas (hgc ) and the liquid (hlc) phases, the temper-
atures of the gas bulk (T g

b ), the interface area (Ti)
and the bulk liquid (T l

b), the specific surface area
(α) and the total volume of the packed bed (Vpb,tot).

Figure 8: Temperature profile of the gas and liquid
film and bulk

q = hgc ·α·Vpb,tot·(T g
b −Ti) = hlc·α·Vpb,tot·(Ti−T l

b)
(12)

3 RESULTS

The simulations have been performed for a
closed-loop wet scrubber suitable for a 6 cylinder
7.5 MW engine with the engine data provided in
Table 1. The engine is assumed to operate at a con-
stant excess air ratio of 2 and with an HFO with a
fuel sulphur content of 3.5% [mm ].

The scrubber vessel has a diameter of 2.8 m and
a height of 7.5 m of which it is assumed that the
packed bed uses a height of 2.0 m. The packed
bed in this study consists of a dumped packing of
ceramic Hiflow rings with a diameter of 50 mm, re-
sulting in 5120 rings per m3 with a specific surface
area (α) of 89.7 m2

m3 and a void fraction (ϵ) of 0.809
m3

m3 . The liquid flow has a hydroxide mass fraction
(xOH−) of 0.000145 kg

kg .
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Table 1: Engine data used for the simulations.

Load[%] ϕgas[
kg
s ] Temperature[K]

25 5.08 573
50 8.91 538
75 10.9 565
100 13.0 611

The packed bed has been discretised to improve
the accuracy of the model. A higher discretisation
produces more accurate results, but also has longer
simulation times. Figure 9 shows the effect of the
discretisation on the liquid flow required to achieve
the SO2 removal efficiency. The scrubber must en-
sure compliance to the upper limit of 0.1% m

m limit
when operating in a Sulphur oxide Emission Con-
trol Area (SECA). The 0.1% m

m limit is equivalent
to 4.3 ppmvSO2

yCO2
[28].

Figure 9: Liquid flow required to achieve the 4.3
ppmvSO2
yCO2

limit for different packed bed discretisa-
tion sizes

The simulations in the remainder of this study
will be performed with a discretisation of 10 steps
as the results for 1,2 and 5 deviate significantly from
those of 10, 20 and 50 steps. The liquid flow re-
quired to achieve the limit with 10 discretisation
steps is 81.6 kg

s , this is less than 5% higher than the
77.9 kg

s for 20 discretisation steps and 8% higher
than the 75.5 kg

s for 50 discretisation steps while
having a more acceptable calculation time.

Figures 10 and 11 show the longitudinal gas and
liquid temperatures in the packed bed of the scrub-
ber for each engine load point and the liquid flow
required to achieve the 4.3 ppmvSO2

yCO2
limit. The ex-

haust gas enters at a packed bed height of 0 m and
exits at 2 m with a temperature of about 300 K. This
is about 5 K above the liquid temperature of 295 K
for all gas mass flows. The liquid flow enters the
packed bed at 2 meters with a temperature of 295 K

and a flow of 81.6 kg
s and exits at the bottom (0m)

with a temperature increases of around 11-16K.

Figure 10: Longitudinal gas temperature for each
engine load point

Figure 11: Longitudinal liquid temperature for each
engine load point

The impact of transient engine loading on the
scrubber performance is tested using the data given
in Table 1 by cycling through these load points.
The scrubber model is dynamic, but on the engine
side a quasi-static approach is used which neglects
the impact of among others the turbocharger be-
haviour on the exhaust gas mass flow, temperature
and composition. The pump-pipe dynamics have
been simplified with a rate limiter to include the
effect of accelerating and decelerating the scrubber
liquid flow. The liquid flow of the scrubber is con-
trolled with a Proportional Integral (PI)-controller
with a set-point of 3.225 (= 4.3 · 75%) ppmvSO2

yCO2

to ensure compliance to the 0.1 wt% SECA limit
during the load fluctuations. This set-point requires
a liquid flow of 82.5 kg

s at 100% maximum contin-
uous rating (MCR).

Several vessel types, such as dredging vessels,
experience load fluctuations owing to the nature of
their operation [29]. This may impact the effective
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SOX removal of the scrubber, and therefore, the im-
pact of two fluctuation sizes will be tested, namely
25%-100% maximum continuous rating (MCR) and
75%-100% MCR.

Figure 12: Exhaust gas mass entering the scrubber
(100%− 25%− 100%)

Figure 13: Exhaust gas temperature entering the
scrubber (100%− 25%− 100%)

Figures 12 and 13 show the exhaust gas mass
flow and temperature entering the scrubber for fluc-
tuations between 25% and 100% MCR with a period
of 50 s. The liquid flow during the dynamics ex-
ceeds the flow required to achieve the set-point of
3.225 ppmvSO2

yCO2
(82.5 kg

s ) at nominal load with about

7.0% (88.3 kg
s ) for the simulation with evaporation

and with about 2.7% (84.7 kg
s ) if evaporation is not

included as shown in Fig. 14. The scrubber remains
within the compliance limit, as shown in Fig. 15.

The inclusion of evaporation in the simulation
model appears to result in an instability of the liquid
flow and the ppmvSO2

yCO2
ratio during this simulation.

However, the validity of this instability is uncertain
because the model has not been validated.

Figure 14: Scrubber liquid flow including and ex-
cluding the evaporation influence (100% − 25% −
100%)

Figure 15: Fraction of ppmvSO2
yCO2

leaving the scrubber
including and excluding the evaporation influence
(100%− 25%− 100%)

The 75%-100% MCR simulations have been per-
formed with a period of 50 and of 10 s to observe
the impact of a faster load change. The simulations
include the effect of water evaporation. Figure 16
shows that the liquid flow exceeds the nominal value
for the 50 s period by about 0.1% (82.6 kg

s ) and by
about 3.6% (85.5 kg

s ) for the 10 s period.
Figure 17 shows that the ratio of ppmvSO2

yCO2
is more

stable for the 50 second period than for the 10 second
period. This means that for applications in which
fast load changes occur a larger margin to the SECA
limit is required to ensure compliance, whereas for
applications with slower changes, a smaller margin
will suffice. The application of a more advanced
control system may result in a more stable ppmvSO2

yCO2

ratio, but it will not compensate for the slow re-
sponse of the pump-pipe system, which must be
overcome for the load changes.
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Figure 16: Scrubber liquid flow (100% − 75% −
100%)

Figure 17: Fraction of ppmvSO2
yCO2

leaving the scrub-
ber (100%− 75%− 100%)

4 CONCLUSIONS

Wet scrubbers are capable of effectively remov-
ing sulphur oxide emissions from the exhaust gas of
vessels with dynamically loaded engines. A feed-
back control system with a sufficient margin in the
set-point is sufficient to maintain the SOX emissions
well within the dictated limit.

The inclusion of evaporation in the model results
in instability of the ppmvSO2

yCO2
ratio in the model ow-

ing to the evaporation of liquid in the packed bed
and condensation in the demister. This may result
in a scrubber that momentarily exceeds the dictated
limit.

discretisation of the packed bed model improves
the accuracy of the SO2 removal efficiency calcu-
lation. This increase in accuracy comes at the cost
of additional calculation time. The calculation re-
sults converge from the discretisation of 10 steps,
whereas for this number of discretisation steps, the
calculation time is still acceptable.

5 FUTURE WORKS

The model and its results should be validated to
examine the accuracy of the SOX removal efficiency
and the impact of evaporation on the scrubber per-
formance. The impact of evaporation may have to
be ignored in future research if the behaviour shown
in the 25%-100% MCR simulations is an effect of
the simulation and modelling approach and does not
occur in actual systems.

A more advanced control system may be consid-
ered based on a feed-forward signal from the engine
(e.g. engine load and fuel rack position), in com-
bination with the feedback signal from the exhaust
gas composition. This solution may result in a bet-
ter controlled liquid flow without overshooting the
nominal value. Additionally, this could result in
the system operating with less margin in the liquid
flow, which reduces the power consumption of the
scrubber.

The scrubber model may also be integrated with
an engine model and/or run measurement data to
determine the impact of actual load fluctuations on
the operation and sulphur oxide removal efficiency
of the scrubber. This shows the impact of a com-
bined change in the exhaust gas mass flow and mass
fractions of sulphur oxide in the exhaust gas. In
addition, integration with a selective catalytic re-
duction (SCR) system may to demonstrate compli-
ance with the IMO NOX Tier III limit when using
high-sulphur heavy fuel oil (HFO).

The packed bed modelling method may be
changed from a resistance-volume element system
to a plug flow model. This allows for more discreti-
sation of the packed bed and a higher accuracy of
the simulation results without a significant impact
on the calculation time.
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Abstract
The maritime industry is under increasing pressure to reduce its carbon footprint by adopting new energy generation
and storage technologies in shipboard power systems (SPS). Fuel cells (FCs) show great potential as primary power
sources when hybridized with energy storage systems (ESS). Integrating different technologies in future SPS requires the
coordination of power generation and storage modules, which can be facilitated by DC technology with power electronics
interfaces. However, studies on FC integration have primarily focused on small-scale applications with centralized control
architectures. There has been little research on the modular control of multiple FC and battery modules in SPS. This study
proposes a decentralized droop-based power sharing approach with load frequency decoupling to efficiently utilize power
system modules based on their dynamic capabilities. The proposed strategy further incorporates decentralized voltage
regulation and state-of-charge (SoC) management functions. The methodology was applied to a short-sea cargo vessel
with an FC-battery DC power system. The results indicate that the mission load profile can be satisfied while limiting
fluctuations in the FC output power. Moreover, the proposed strategy achieves the same voltage regulation performance as
a centralized proportional-integral (PI) controller and can be easily tuned to achieve load frequency decoupling with the
desired time constant. Finally, a comparative analysis shows how the trade-off between the dynamic operation of the FC
and the discharge depth of the ESS is affected by the choice of time constant.

Keywords: DC power distribution, Frequency decoupling, Fuel cells, Power sharing, Shipboard power system

1 INTRODUCTION

Whereas the maritime industry could rely on in-
ternal combustion engines and a direct-driven topol-
ogy in the past, technological advances as well as
regulatory and environmental challenges drive in-
novation in the design of shipboard power systems
(SPSs) [1]. The electrification and incorporation
of energy storage systems (ESSs) into an integrated
power system (IPS) are among the key trends ob-
served in power system designs [2]. Moreover, the
aim of reducing the dependency on fossil fuels has
brought fuel cells (FCs) into play as an alternative
to diesel generators as power supplies [3], [4]. One
central enabling technology facilitating the integra-
tion of FC-battery hybrid systems is the DC distribu-
tion technology. This is further supported by power
electronics interfaces that achieve a high degree of
controllability of power flows in the system [5]. Re-
cent developments further point to the benefits of
integrating these subsystems in a modular fashion,
making them easily replaceable and allowing for an
expansion of the SPS [6], [7].

A challenge lies in the question of how mul-

tiple power generation and storage modules with
different dynamic and steady-state characteristics
can be efficiently coordinated [8]. A power sys-
tem is required to provide sufficient power under
fluctuating loads while minimizing fuel costs and
component wear [9]. FCs, in particular, suffer from
high efficiency losses and lifetime degradation if
not operated with low output gradient and within an
efficient operation band [10]. Considering the pres-
ence of different power generation characteristics
and the goal of achieving an easily reconfigurable
power system with plug-and-play (PnP) capability,
a suitable control strategy is required to meet these
requirements. A decentralized control architecture
is generally regarded as advantageous in terms of
scalability and reconfigurability of the power sys-
tem [11], [12]. Droop control using a virtual re-
sistance is the most common method for achieving
decentralized power sharing. However, this leads to
voltage deviations and inefficient power sharing un-
der transient loads [9], [13]. A goal in hybrid power
systems is to decouple the load frequencies using the
battery to cover high load gradients so that the main
supply can operate efficiently and at low stress [2].
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The approaches for coordinated control in the FC-
battery SPS found in the literature are dominated
by centralized solutions, typically involving only a
single FC and battery. This is realized, e.g., us-
ing PI-controllers as in [14]–[16] or via rule-based
approaches as in [16]–[19]. Load-frequency sep-
aration is also a popular objective for the control
of a hybrid energy storage system (HESS) [20]–
[22]. The current literature fails to account for
larger hydrogen-based DC SPS with multiple paral-
lel components, in which one centralized controller
is no longer feasible. Moreover, such centralized
solutions do not offer the desired modular charac-
teristics. Accordingly, this study aims to develop a
method for dynamic power sharing among multiple
FC and ESS in an SPS using a decentralized archi-
tecture as a scalable and reconfigurable solution.

A virtual impedance-based approach for decen-
tralized HESS-control using capacitive droop ele-
ments was described in [23]. This concept is ex-
tended by an inductive droop controller in this study
to achieve droop-based frequency decoupling for
batteries and FCs. The decentralized architecture
facilitates the extension of the power system with
further components, which can be parameterized
according to their dynamic characteristics to cover
the total load demand. Additionally, each local con-
troller’s reference voltage is constantly adapted to
achieve a secondary function. Whereas the refer-
ence of the FC droop control is adapted such that
the DC bus voltage is regulated to its nominal value,
the voltage adaption in the ESS aims to manage and
balance their state of charge (SoC). Accordingly, the
main contribution of this study is a decentralized co-
ordinated control strategy for DC SPS, that achieves
a simultaneous load frequency decoupling, voltage
regulation, and SoC management. The developed
methodology is finally showcased in numerical sim-
ulations at the example of a short-sea cargo ship.

The remainder of this paper is organized as fol-
lows. Section 2 elaborates on the SPS design con-
sidered in this study. The modeling is described in
Section 3. The main contribution of this study, i.e.,
the coordinated control strategy, is detailed in Sec-
tion 4. Finally, Section 5 presents the simulation
scenarios and results, followed by an overview of
the main conclusions of this study in Section 6.

2 SYSTEM DESCRIPTION

The proposed control strategy was developed
for all-electric ships (AESs) with predominantly
propulsive loads, which is the case for cargo ves-

sels. Hence, the main power demand is for the
electric propulsion. On the power generation side,
a hybrid energy system, consisting of multiple main
power supplies and ESSs, was considered. This
work investigates an FC-battery hybrid SPS, how-
ever, the methodology is applicable to alternative
generation and storage technologies as well. Fur-
thermore, DC distribution offers several advantages,
such as increased efficiency [24] and operational
flexibility [5]. It is particularly suitable for DC
sources, as is the case with FCs and batteries, which
are interfaced via DCDC converters.

DC Bus A
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FCFCFC FC
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=

=∼ =∼

MMMService
Loads

Hotel
Loads

Inverter

BatteryFuel Cell

DCDC
Converter

Bus Tie
Switch

Propulsion
Motor

DC Bus B

Figure 1: Power system topology of case study

A short-sea cargo vessel operating in the Baltic
and North Sea, with a maximum propulsive power
of 1.2MW, serves as a case study. The original sys-
tem was fitted with a diesel direct-drive propulsion.
For this research, a virtual retrofit of its SPS was
conducted by fitting the vessel with an FC-battery
hybrid system. The resulting system, equipped with
four FC and two battery systems in a dual-bus con-
figuration, is shown in Fig. 1. The power and energy
ratings of the components are listed in Table 1. Real
propulsive power measurements from various mis-
sions of the original system are available and used
as inputs for the simulation of the SPS model. The
comparably low hotel loads of the cargo vessel are
neglected in the scope of this study.

Table 1: Case study parameters

Param. Description Value
VDC DC-link voltage 700V
PFC FC power rating (x4) 325 kW
Pbat Battery power rating (x2) 325 kW
Cbat Battery capacity (x2) 225 kWh
Pem Prop. motor rating (x2) 600 kW

The power rating of the batteries is selected such
that one battery can deliver the same output power
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as an FC at its peak, i.e., 325 kW. This allows short-
time compensation for the loss of one main power
supply via the batteries while still having a second
battery covering transient loads.

3 MODELING

The focus of this work is the development of con-
trol strategies. Power system and component mod-
els are required to evaluate these strategies. Because
the emphasis is on system-level control, simple dy-
namic models are implemented to build a simulation
environment for the complete SPS. The following
sections describe the approaches for modeling FCs,
batteries and converters, and how they interact with
one another and the load current via the DC-link.

3.1 Fuel Cell

The FC models used in this work were imple-
mented according to [25]. A beneficial feature of
this model is that it can be parameterized using man-
ufacturer data. Hence, the real components can be
easily represented.
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Figure 2: Polarization curve and power output of
Nedstack FCS 13 XXL module, from data-sheet
and simulation in steady-state

The FC systems investigated in this paper are
based on the Nedstack FCS 13 XXL, a proton-
exchange membrane fuel cell (PEMFC) module
with a maximum output power of 13.6 kW [26].
To achieve the targeted 325 kW per FC system in
the SPS, 24 modules are stacked together, with six
parallel-connected strands of four modules in series.
Figure 2 shows the polarization curves and power
outputs of a single module from the manufacturer’s
data-sheet against the simulation results obtained
using the described model in steady-state opera-
tion. The mean absolute percentage error (MAPE)

of the output voltage between the simulation and
data-sheet is 1.6%, which is sufficiently accurate
for the purpose of this research.

3.2 Battery

For the batteries, a model of similarly low fidelity
as that for the FCs was used, as reported in [27]. It
is based on single cell modeling, and in this study,
generic values for Li-ion battery cells, as reported
in the source, are used. Furthermore, multiple cells
are connected in series and parallel such that the de-
sired voltage, power, and energy levels of the battery
packs are reached.

3.3 DCDC Converter

A dynamic model of a DCDC converter for mar-
itime power systems is presented in [28]. It is an
averaged model that describes the current dynamics
while neglecting any losses in the system. Origi-
nally, the DCDC converter included a transformer
stage. However, for the purpose of this paper, an av-
eraged representation of a half-bridge is sufficient,
and can be used as either a uni- or bi-directional
converter, as in [29]. The dynamics of the average
inductor current IL in an ideal half-bridge topology
can be computed as

dIL
dt

=
1

L
(Vin − (1−D)Vout) (1)

where Vin and Vout denote the source and output
voltages, respectively; L is the main inductance and
D the duty cycle of the switches, which functions
as the control input. In the considered topology, the
converter is directly interfaced to the DC bus, hence
Vout equals the DC-link voltage VDC . The DCDC
converter is equipped with a PI current controller,
tuned to operate at a bandwidth of 1 kHz. Hence,
local controllers that generate the current reference
for the DCDC converters can operate at 100Hz.

3.4 DC-Link and Load

The DC distribution system in a ship is char-
acterized by short lines with low impedance. For
this reason, the DC-link can be modeled as a single
capacitor, neglecting the losses and inductances in
the network. The DC-link capacity CDC is the sum
of the output capacitors of all N adjacent DCDC
converters Cout,i. Accordingly, the time derivative
of the DC-link voltage V̇DC can be computed as:

V̇DC =
1

CDC
(

N∑
i=1

Iout,i − Iload) (2)
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CDC =

N∑
i=1

Cout,i (3)

Furthermore, the load current can be derived from
a given power profile Pload as

Iload = Pload/VDC (4)

4 COORDINATED CONTROL

The coordinated control in the FC-battery hybrid
power system determines the current references for
all integrated power generation and energy storage
modules. This work focuses on the following three
main functionalities of coordinated control in an
SPS:
• (dynamic) Power sharing
• Voltage regulation
• SoC management

The importance of each of these three function-
alities and a method for implementing them in a
decentralized architecture are addressed in the fol-
lowing sections.

4.1 Dynamic Power Sharing

Virtual impedance-based droop control is used
in this work to achieve the proposed modular charac-
teristic for the coordinated control. The decentral-
ized architecture of droop control schemes s funda-
mentally modular due to its lack of communication
network. While traditional resistive droop control
is appropriate for power sharing under steady-state
conditions, additional capacitive or inductive droop
elements can be used to improve power sharing
under dynamic loads. The approach of using ca-
pacitive droop elements for DC microgrid control
in [30] was applied to a HESS integrated into an
SPS by [23] to achieve load frequency decoupling
between different ESS technologies. Whereas a ca-
pacitive droop controller serves as a high-pass filter,
this work proposes an extension of droop schemes
with an inductive element to create a low-pass filter
(LPF). Such a droop controller is an appropriate tool
for controlling the power output of power supplies
with slow dynamic capabilities, such as FCs. Fig-
ure 3 shows the equivalent circuits describing the
functioning principle of different droop schemes.
The corresponding transfer functions of the DC link
voltage deviation ∆V = Vref − VDC to the current
reference are as follows:

Id,R
∆V

=
1

Rd,RL
(5)

Id,RC

∆V
=

sCd,RC

sRd,RCCd,RC + 1
(6)

Id,RL

∆V
=

1

Rd,RL + sLd,RL
(7)

where Id,x is the computed reference current for
the droop-controlled source. Rd,x, Cd,x, and Ld,x

describe the virtual resistance, capacitance and in-
ductance, CDC isthe DC-link capacity; Vref and
VDC are the reference and actual DC-link voltages,
respectively.

c)

a)

b)

Figure 3: Virtual impedance control with a) classic
resistive (subscript R) droop, b) resistive-capacitive
(RC) droop, c) resistive-inductive (RL) droop

To achieve the desired frequency separation,
a resistive-inductive droop scheme, as described
by (7), is used in the local controllers of the FC
systems. The battery controllers are equipped with
a complementary resistive-capacitive droop con-
troller according to (6). For the consistent behavior
of the power system under dynamic operation, a se-
ries of guidelines for tuning the control parameters
are proposed:
• The total droop resistance of the main power sup-

plies and the ESS should be equal so that a con-
sistent response of the power system in dynamic
and steady-state operation is obtained.

• The total droop resistance should be selected
such that the bandwidth of the DC bus volt-
age regulation is at least one order of magnitude
slower than the current control of the DCDC con-
verters.

• The droop resistances of the FC controllers
should be inversely proportional to their rated
power. The same approach shall be applied for
the ESS.
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• In the proposed FC-hybrid system, the time con-
stants of the RC and RL filters should be equal,
to allow a smooth transition from batteries to FC
as a power source.

• Reducing the time constant will yield a higher
dynamic capability, allowing the generation-side
to cover higher load gradients, which would oth-
erwise be inhibited by the limited power of the
batteries. However, a higher time-constant low-
ers the output gradients of the FCs, reducing their
degradation.

Voltage Regulation
Eq. (8)

RL Droop
Eq. (7)

RC Droop
Eq. (6) + (9)

SoC Management
Eq. (10)

SoC
Estimation

Local FC Control

Local Battery Control
Voltage Regulation

Eq. (8)

Figure 4: Decentralized control of FC and batteries
with voltage regulation and SoC management

4.2 Voltage Regulation

It is desirable to maintain the DC link voltage
at its nominal level to provide a certain quality of
power supply and minimize transmission losses in
the DC network. Traditional droop control schemes
lead to a voltage drop on the main bus proportional
to the delivered power [31]. For this reason, an addi-
tional voltage regulation function was added to the
proposed droop-based power sharing strategy. A lo-
cal implementation of this functionality maintains
the modular control architecture. Hence, all the
local controllers are equipped with an independent
voltage regulation control. The proposed method
is an integral adaptation of the reference voltage in
the local droop controller based on the measured
DC link voltage deviation. Accordingly, the voltage
reference Vd,ref in the local droop controllers of the
sources is computed as:

Vd,ref = VDC,ref+

kV

∫
VDC,ref−VDC,actdt (8)

where kV is the integral coefficient for voltage
regulation and VDC,ref denotes the DC bus voltage
reference. To avoid circulating currents between
components, it is vital that deviations of Vd,ref be-
tween local controllers are kept at a minimum. In
the scope of this work, it is assumed that this can be
achieved through an appropriate tuning of the con-
trol parameters. However, this challenge requires
further attention in future research.

4.3 SoC Management

The limited energy capacity and power capabil-
ity of battery storage systems act as constraints on
the overall system control. The SoC management
of ESS encompasses two main challenges.

First, it must be ensured that the SoC remains
within certain boundaries, e.g. between 20% and
80% as in [32]. The usable energy is limited to
account for capacity degradation, whereas deep dis-
charge is avoided to prevent damagess and safety
risks. Moreover, in steady-state the ESSs shall fol-
low a reference SoC centered between the defined
limits to withhold an equal positive and negative
reserve for compensating load fluctuations.

Second, in the presence of multiple parallel ESS,
differences in operation and parameter deviations
lead to SoC imbalance. Hence, an additional ob-
jective of the power system control is to eliminate
these imbalances under steady-state conditions.

These objectives imply the need for an exten-
sion of the control strategy by an SoC management
functionality. As before, a decentralized approach
is proposed. Because the SoC is an individual vari-
able of every ESS, the coordination of this function
between parallel devices is not required. An addi-
tional SoC-dependent term VSoC,ref is introduced
to achieve the desired charge and discharge of the
ESS. The adjusted reference voltage for the droop
V ∗
d,ref is computed as:

V ∗
d,ref = Vd,ref + VSoC,ref (9)

VSoC,ref = kSoC

∫
(SoCref −SoCact)

αdt (10)

where SoCref and SoCact are the reference and
actual SoC values and kSoC is the integral coefficient
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of the SoC management strategy. The shape factor
α describes the relationship between SoC deviation
and charging current. Because the batteries use an
RC droop controller, integration in (10) is required
to produce the desired current.

Parameters kSoC and α are selected such that
the ESS provides its maximum discharge cur-
rent IESS,max at its maximum allowable charge.
Accordingly, the minimum discharge current -
IESS,max is targeted at the lower SoC threshold to
charge the ESS. Coefficient α determines the shape
of the current reference over the SoC range. The
curves for various values are plotted in Fig. 5. The
smaller the value of α ∈ (0,∞), the more strin-
gently the SoC management function regulates the
battery charge towards its reference value. A graph-
ical representation of the local controllers for the
FCs and ESSs is shown in Fig. 4.
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Figure 5: Relationship of individual battery SoC
and targeted discharge current depending on shape
factor α

5 SIMULATION RESULTS

The models of the SPS components as well as
the methodology described in the previous section
are implemented in MATLAB Simulink. Several
simulation scenarios were constructed based on the
case study described in Section 2 to evaluate and
compare the proposed strategies to a benchmark
controller.

5.1 Centralized Control with LPF

A centralized PI controller with an LPF was
implemented as a benchmark, similar to the work
in [21]. The central controller directly generates
current references for all local controllers, requir-
ing high-bandwidth communication. Furthermore,
this strategy requires global awareness of all com-
ponent parameters and states. The advantage of
this architecture is that no coordination among the
local controllers is required. It achieves accurate

tracking of the reference DC link voltage as well
as frequency decoupling according to the filter time
constant τLPF .

The control strategy is illustrated in Fig. 6. The
PI controller determines the reference current to sta-
bilize and restore the DC link voltage. The low-
frequency parts of this current are supplied by all
FCs, while the batteries cover the remainder. The
reference currents are distributed among parallel
components proportional to their power rating.

LPF

+

+ PI

Figure 6: Centralized control strategy with LPF for
frequency decoupling between FCs and batteries
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Figure 7: Total output current of FC and battery
systems after a load step using the centralized PI
control with LPF and time constants of 30s(dashed)
and 300s(solid)

In the first simulation, the step response of the
power system was investigated. Measurements of
the propulsive power, taken during a mission of
the reference cargo vessel, show an average load
of 900 kW during cruising. Taking this value as
the starting point, the step to full propulsive power
of 1200 kW was investigated. In this scenario, the
initial power load was assumed to be completely
supplied by the FCs. To avoid high power gradients
for the FCs, the LPF time constant τLPF was chosen
to be in the range of multiple seconds to minutes.
Two step responses with τLPF = 300 s and 30 s
were analyzed to compare the effects of different
time constants. The PI controller was tuned such
that its poles are in the area of 10Hz, approximately
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10 times slower than the underlying current control.
The resulting step responses are displayed in

Fig. 7. The FCs react to the load change according
to the LPF; therefore at t = τLPF the output cur-
rent reaches 63.2% of its final value. The battery
supplies the remaining difference between load and
FC power, and additionally stabilizes the DC link
voltage, which remains within 5V of the nominal
DC link voltage of 700V.

5.2 Decentralized Control Strategy

The proposed strategy aims to achieve the same
performance as the central controller using a de-
centralized architecture. For this purpose, the total
droop resistance was chosen such that it equals the
inverse of the proportional factor of the PI controller
in the benchmark strategy. Furthermore, the time
constant for frequency decoupling τfd is adjusted
by sizing the virtual inductances and capacitances
such that τfd = Rd,rcCd,rc = Ld,rl/Rd,rl.
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Figure 8: Load step response with decentralized
strategy with τfd=30 s(dashed) and 300 s(solid) a)
FC, battery and load currents, b) DC bus voltage

Initially, voltage regulation and SoC manage-
ment are not implemented and the power system
with the virtual impedance based droop is subjected
to the same load step as the benchmark strategy
in Section 5.1. The simulation results in Fig. 8
show that frequency decoupling is achieved as ac-
curately as with the benchmark, matching the cho-
sen τfd. The steady-state deviation resulting from
the droop scheme, which lack an integral action,
amounts to 63V at full load. The reduced DC bus
voltage requires higher currents and therefore in-
creases conduction losses. Furthermore, the power

quality can be insufficient for sensitive loads, and a
sudden change in voltage is challenging for accurate
current control in DCDC converters.

5.3 Voltage regulation
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Figure 9: Load step response with decentral-
ized strategy incl. voltage regulation with
τfd=30 s(dashed) and 300 s(solid) a) FC, battery and
load currents, b) DC bus voltage

In the next step, the same step response as before
was simulated with the proposed strategy includ-
ing the voltage regulation scheme described in Sec-
tion 4.2. The gain kV in (8) was selected to match
the integral action of the benchmark’s PI controller.
Hence, the overall voltage control, tuned based on
the DC bus capacitance, was designed to achieve a
bandwidth of 100Hz, ensuring that it is one order
of magnitude slower than the local current control
loops. It is vital to make kV equal in all local
controllers such that the same Vd,ref is obtained.
The differing dynamics and power ratings of the
components are already represented in the virtual
impedances. The step response obtained using this
strategy is displayed in Fig. 9. The resulting curves
of the FC and battery currents are equal to those
of the benchmark, indicating that the same behav-
ior of a centralized PI controller with an LPF can
be achieved in a decentralized architecture. Addi-
tionally, this design of power sharing and voltage
regulation achieves accurate tracking of the nomi-
nal DC bus voltage. Initially after the load step, a
voltage drop of only 2.7V can be observed with no
steady-state error.

Furthermore, Fig. 9 shows the implications of
changing the time constant τfd. With 300 s, a to-
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tal of 25.18 kWh of battery charge is required to
compensate for the difference between load and FC
power, while the maximum current gradient of the
FC systems is limited to 1.4A/s. Reducing the time
constant by a factor of ten, proportionally reduced
the required battery charge. However, the current
gradient of the FCs increased by the same factor,
leading to higher degradation. This comparison
highlights the underlying trade-off between the re-
quired battery charge and dynamic operation of the
FCs when selecting the time constant.

5.4 SoC Management

To evaluate the SoC management function, de-
scribed in Section 4.3, the SoCs of the two batteries
were set to different initial values during the simula-
tion. The constant load demand is entirely covered
by the FCs, hence the batteries do not participate
in load sharing and voltage regulation. The initial
SoCs of batteries A and B are set to different values,
as in [33]. Here, 70% and 40% were selected as the
starting values. All batteries followed a reference
SoC of 50%. The shape factor α in (10) was set to
0.75, 1.0, 1.5 and 2.0, for a series of simulations.
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Figure 10: Convergence of two batteries’ SoC to-
wards reference value for different shape factors α

The resulting behaviors of the discharge current
and SoCs over time for both batteries are shown
in Fig. 10. As expected, a low shape factor yields
a faster convergence towards the reference value.
However, a high factor leads to a lower charging
current, interfering less with other functionalities as
long as the SoC is kept close to the reference. Ad-
ditionally, the test case shows that different charges
in parallel batteries are balanced over time.

5.5 Mission simulation

Finally, the complete proposed control strategy
was evaluated using a realistic power profile from
the reference short-sea cargo vessel. The consid-
ered mission, shown in Fig. 11, has a duration of ca.
30 h and was measured at 5min intervals. For the
simulation, running at 10ms steps, the measured
values were linearly interpolated.
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Figure 11: Power demand of exemplary mission
used for the simulations

The focus of this investigation is to observe how
the FCs’ power output is adjusted when subjected
to a real operating profile over a longer time and to
what extent batteries are required to achieve a power
balance. Three mission simulations were performed
with varying time constants τfd for the frequency
decoupling. Because multiple control functionali-
ties act on the power system, it is key to ensure that
they do not interfere with each other. As discussed
in Section 5.3, the current and voltage control band-
widths are separated by tuning the control parame-
ters. In the same manner, the slower control loops,
i.e. the frequency decoupling and the SoC manage-
ment, need to be separated to avoid them interfering
with one another. For this purpose, the shape factor
α was set to 2.0 so that the slope of the charging
current around the target SoC was flat, reducing the
charging dynamics as shown in Fig. 10. Doing so
ensures that the SoC management acts more slowly
than the frequency decoupling.

Figure 12 shows the resulting current curves of
the FCs and batteries next to each other for the
first segment of the mission profile until the ves-
sel reaches a steady power demand at the cruising
speed. Table 2 summarizes the key numbers from
the simulations, including the batteries’ SoC ranges,
as well as maximum charge and discharge currents.
Load cycling is reported to be detrimental to the
health of PEMFC [34], [35]. In [36], a linear degra-
dation factor for transient loads on the cell voltage
decay was used. Hence, the average absolute value
of the FC power gradient | ˙PFC |avg is listed as a
proxy for assessing the effect of FC operation on

172



degradation. Given the FC output PFC,n and time
at the n-th simulation step tn, it is computed as:

| ˙PFC |avg =
1

N

N∑
n=1

|PFC,n − PFC,n−1|
tn − tn−1

(11)
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Figure 12: Total FC, battery and load currents
with proposed strategy in mission simulation with
τfd=30 s(a), 300 s(b) and 900 s(c)

Table 2: Evaluation of mission simulation

τfd 30 s 300 s 900 s

SoCmin 48.4% 39.3% 26.0%
SoCmax 51.5% 63.9% 84.2%
Pbat,min −17 kW −143 kW −268 kW
Pbat,max 25 kW 121 kW 256 kW

| ˙PFC |avg 49.8 W
s 45.4 W

s 35.6 W
s

The results show that the FC follows the load
closely, and little power and energy are demanded
from the batteries with a low time constant. How-
ever, a higher time constant smoothens the power
output of the FCs, reducing their power gradients
and, consequently, their degradation. At a time con-
stant of 900 s, the SoC-limits were fully exploited,
leading to a minimized transient operation of the
FCs. Overcharging above 80% is caused by al-
lowing a battery operation slightly above the batter-
ies’ ratings to avoid instability of the DC voltage.

The results underscore the importance of selecting
the time constant in a manner that aligns with the
ship operator’s objectives the trade-off between the
discharge depth of the batteries and the transient
loading of the FCs. It is important to note that
an increased discharge depth negatively influences
the battery lifetime, which must be considered in
this trade-off. The simulated operation range of the
batteries also shows that they may be sized signifi-
cantly smaller when a small time constant is chosen
to reduce capital expenditure.

6 CONCLUSIONS

Although FC-battery hybrid power systems with
DC distribution are emerging as a promising so-
lution for zero-emission shipping, the coordinated
control of multiple power system resources remains
a challenge. An appropriate control strategy can en-
sure power balance in the system while accounting
for the different characteristics of the generation and
storage technologies.

Especially in larger systems, a modular approach
for integration and control appears to be a viable ap-
proach, as it can facilitate the reconfiguration and
extension of the SPS by offering PnP capability.
For this purpose, a decentralized coordinated con-
trol strategy based on virtual impedance droop con-
trollers was presented as an alternative to centralized
control. The proposed method achieves an excellent
tracking of the DC bus voltage while decoupling the
load power into low and high frequencies so that they
can be covered by FCs and batteries, respectively.
A trade-off is required between the dynamic opera-
tion of the main power supplies and the used power
and energy of the batteries, affecting their degrada-
tion. This can be influenced by the time constant
selection in the local droop controllers. It could be
shown that the decentralized solution can achieve
the same quality in dynamic power sharing and load
tracking as a centralized PI controller with an LPF.

Hence, the developed method provides a de-
centralized control strategy capable of coordinat-
ing multiple power supplies and ESSs with different
characteristics in large SPS. However, varying com-
ponent parameters, e.g. owing to aging effects, and
the effect of the operation strategy on system effi-
ciency have not been accounted for in this study.
Lack of awareness of specific system-wide param-
eters and variables in a decentralized architecture,
e.g. the operating state and control parameters, are
further challenges that will be addressed in future
work. One possible solution is to investigate a low-
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bandwidth communication network that can facil-
itate information sharing among local controllers.
Furthermore. the introduction of a central controller
enables the online adjustment of control parame-
ters based on the operating conditions and changing
component states and characteristics. The steady
operation of FC already contributes to their efficient
utilization. However, an explicit consideration and
optimization of the overall system efficiency to re-
duce fuel consumption is planned.
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Abstract
Optimal energy management is still a challenge in full-electric vessels. New degrees of flexibility in the energy management
resulting from the load sharing between multiple, heterogenous power sources lead to a suboptimal solution using rule-
based control. Therefore, advanced control strategies present a solution to the challenge of finding the optimal control
input for a nonlinear multi-objective power and energy problem in sufficient time. As additional benefit, advanced control
allows to incorporate multiple objectives in the optimization such as minimization of several emissions, operational costs,
and component degradation. Equivalent Consumption Minimization Strategy (ECMS) is a strategy for instantaneous
optimization, which is promising for applications in vessels with a high degree of uncertainty in the load profile. It
incorporates multiple objectives by assigning equivalent cost factors in the cost function, allowing a flexible expansion
of the control problem. In this paper, we present a novel ECMS-based control strategy for a full-electric vessel with the
ability to react flexibly to changing mission conditions. First, we define the objectives for the control problem, in this
study CO2 production, hazardous emission production, fuel consumption, energy cost, and the degradation of the battery.
Second, we develop a pareto-front approach for a-posteriori definition of the equivalent cost factors. To showcase energy
consumption reduction, we use a benchmark control based on state-of-the-art control strategies. A full-electric case study
vessel with high uncertainty in the load profile is chosen to evaluate the proposed controller. Several different load profiles
are generated and tested to evaluate the performance of the ECMS controller in dealing with different types of loads. The
results will demonstrate the effectiveness of the proposed novel control strategy in reducing energy consumption while
minimizing other hazardous emission outputs and preserving the health of the battery.

Keywords: Energy Management; Full-Electric Vessel; ECMS; Multiobjective Optimization; NOx emission.

1 INTRODUCTION

The electrification of vessels is an important
step in the direction of climate-friendly transporta-
tion [1]. Full-electric vessels often combine hetero-
geneous power generation and storage components,
which allows for a more fuel-efficient operation and
decreased CO2 emission [2]. However, this en-
hanced flexibility of the power generation also leads
to a raised complexity of the system [3]. This raised
system complexity leads to a non-optimal control
solution using rule-based control (RBC) [4]. A so-
lution to this problem is to use advanced control
strategies. An additional benefit of advanced con-
trol is the possibility to minimize several objectives
alongside the control strategy.

The first step to change the propulsion system
of a vessel towards zero-emission is to use battery-
only systems [5]. However, the short autonomous
travel distance limits the application of battery-only

systems due to the relatively low energy density of
batteries [6]. The autonomous travel distance can
be increased by using alternative fuels in the propul-
sion system [5]. Alternative fuels can be used in a
variety of technologies such as Internal Combustion
Engines (ICE) or fuel cells (FC) [7]. The first step
to introduce alternative fuels in the energy man-
agement of a full-electric vessel is the operation of
different sets of diesel engines alongside to bene-
fit from their individual characteristics. One major
benefit of using ICE is the ability to provide high
loads with comparatively fast dynamic response at
low cost [8].

However, ICE still produce emission under oper-
ation. One emission, which is not often considered
in current control research in the maritime is the pro-
duction of NOx. Different than CO2 output, which
relates linear to the fuel consumption, the formation
of NOx is not correlated to the fuel consumption
but rather to the operational conditions in the en-

@2023 Löffler et al. published by TU Delft OPEN Publishing on behalf of the authors. Licensed under a Creative Commons Attribution CC BY license.
DOI: https://doi.org/10.59490/moses.2023.673
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gine. Considering this in a control problem adds to
the complexity of the developed control since sev-
eral more objectives are relevant to vessel energy
management. While another major cost factor for
the control is the reduction of fuel consumption, the
extension of components’ lifetime due to optimal
usage gains more interest with full-electric systems
operating with batteries and fuel cells. This com-
bination of several objectives in the same strategy
is called multi-objective control. All the objectives
of interest for the vessel control can be categorized
into different categories. Depending on the type of
objective, the optimal point of operation differs, so
the control has to find the best possible compromise.
Batteries introduce greater flexibility into the opera-
tion of energy systems. However, their degradation,
influenced by time and improper usage, cannot be
overlooked. This degradation leads to increased
maintenance and replacement costs. One major
problem of multi-objective control is that it expands
the control problem further, leading to raised algo-
rithm solution times.

Current approaches on multi-objective control
mainly combine fuel consumption and CO2 emis-
sion reduction [9]–[12]. Research also started to
address the combination of fuel cost reduction with
an extension of the battery lifetime [13]–[15]. The
combination of objectives from more than two cat-
egories, such as fuel cost, emission production, and
degradation, is rarely investigated [12], [15], [16].
However, even those only focus on the CO2 pro-
duction as emission output. The incorporation of
emission production besides CO2 ensures the pro-
tection of sensitive areas by specific optimization.
For a holistic optimization of the operation, the as-
pects of battery degradation and fuel price have to
be combined with the emission reduction.

One promising advanced control strategy, which
is able to optimize between several objectives
quickly, is Equivalent Consumption Minimization
(ECMS). A main advantage of ECMS is the in-
stantaneous optimization in one step, which makes
it suitable for high degrees of uncertainty and fast
dynamics. ECMS was already studied for its appli-
cation in the automotive sector, where it is used to
keep up with the quick dynamics in real-time [17].
For maritime application, Kalikatzarakis et al. [18]
applied it for the reduction of fuel consumption,
which showed promising first results. Even though
the authors successfully apply ECMS to a marine
energy management problem, the strategy’s poten-
tial to minimise more than one objective needs fur-
ther investigation.

2 PROPULSION LAYOUT

A full-electric vessel of the type Yacht is selected
as the case for this paper. The vessel is operating
with a DC-distribution system with two directly con-
nected battery packs as energy storage system. The
power generation uses two pairs of diesel generators
of different sizes. The generator sets are connected
via AC/DC converters to the DC grid, which allows
for a variable speed operation of the engines.

G G G G

Propulsion Load Auxiliary Load Hotel Load

2.

3.

4.

1.
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2. Large Diesel Engine

3. Generator

4. AC/DC Converter

5. Small Diesel Engine

6. DC Bus

Figure 1: Propulsive layout of the usecase vessel

2.1 System Modelling

We model the behavior of the propulsion system
using steady-state, first-principle equations. These
models are derived from mathematical relationships
combined with empirical measurements of the com-
ponents. In the table below are the specifications of
the propulsion system summarized. In the follow-
ing, we introduce the models used to describe the
component behaviour.

Table 1: Case study parameters

Parameter Description Value
VDC DC-bus voltage 800− 1000V
PE,l Engine power (x2) 1430KWe
PE,s Engine power (x2) 895KWe
EBat Battery capacity (x2) 2250KWh

ηAC−DC Conversion efficiency 0.98
ηDC−AC Conversion efficiency 0.98
ηDC−DC Conversion efficiency 0.98

ηm Motor efficiency 0.97
ηgb Gearbox loss 0.97
ηgen Generator efficiency 0.96

For the battery packs, we use the research of
Tremblay et al. [19] for a generic battery model of a
Lithium-Ion battery. The battery model is scaled to
match the required size for the vessel battery packs.
The control of the battery is indirect over the con-
trol of the engines using the power balance of the
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system. No individual set point is required as the
batteries are connected directly to the DC bus.

The system contains two sets of two combina-
tions of engine and generator for the propulsion,
which all operate using Diesel. We model the en-
gines using performance maps, which are created
over the engine’s operating envelope. Since we
combine the engines with a DC grid in this study,
the engines can be operated flexibly using variable
speed set points. For each type of engine, the spe-
cific fuel consumption (SFC) is mapped over speed
in rounds per minute [rpm] and power [kWh]. The
emission production is modelled in two different
ways: while the CO2 production can be related lin-
early to the SFC, the NOx formation is related to the
engine’s operational conditions and not the SFC. We
model the NOx emission by creating a similar map
over the operational envelope based on real-world
measurements. The engines are controlled with a
set point for the requested power and one for the
speed.

The other power system components are mod-
elled using transfer functions for the losses. This
includes the gear box, generators, electrical mo-
tors, converters, and the DC grid. The selected val-
ues are derived from information provided by the
shipbuilder and manufacturers; however, we cannot
disclose the specific values due to confidentiality
reasons.

Figure 2: SFC and NOX maps for small engine [20]

Figure 3: SFC and NOX maps for large engine [21]

3 CONTROL DEVELOPMENT

For the energy management of the vessel, a
2-level multi-objective ECMS controller is devel-
oped. While the first layer decides the optimal
power scheduling combination of components, the
second layer determines the optimal set points for
the components in use. The controller uses a set of
variables to describe the system’s behaviour. The
system is defined by four states: the engine cur-
rent (IEng), the load current (ILoad), the battery
current (IBat) as represented in the power balance
on the DC bus, and the state of charge (SoCBat)
for one of the battery packs. For clarity, these
states are denoted as IEng = x1, ILoad = x2,
IBat = x3, and SoCBat = x4. Additionally, there
are eight control variables: four related to engine
power (PEng,i = ui for i ∈ 1, 2, 3, 4) and four to
engine speed (nEng,i = uj for j ∈ 5, 6, 7, 8). A
comprehensive overview of these state and control
variables, along with other inputs and parameters,
is provided in Table 2.

Table 2: State and Control Variables, Input, and Pa-
rameters

Parameter Description Role
IEng Engine Current State
ILoad Requested Load Current State
IBat Battery Current State
SoCBat Battery State of Charge State
PEng,i ith Engine Power Reference Control
nEng,i ith Speed Reference Control
PProp Propulsion Load Input
PAux Auxiliary Load Input
VDC DC Voltage Input
rCO2 Release Rate CO2 Const.
pD Price of diesel Const.
pBat Equivalent factor battery Const.
np Battery modules in parallel Const.
Qnom Battery nominal power Const.

It is worth noting that only one battery pack is
considered since both behave identically due to the
direct connection to the DC bus. The four states are
shown in Eq. 1.

x1 =
(u1 + u2 + u3 + u4) · ηgen

VDC
· ηAC−DC

x2 =
PProp · 1/ηgb · 1/ηm + PAux

VDC · ηDC−AC

x3 = x1 − x2

x4 = x4n−1 +
1

2

∆t · x3
Qnom · np

(1)

Using the relationships outlined in Eq. 1, the ref-
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erences for the state variables can be determined,
which must be matched by the controller’s states to
ensure the similarity to the real system. In addition,
a set of objectives is defined to optimize special tar-
gets. First, the control variables of the problem are
used to determine the SFC and the NOx production
of the engines based on the maps in Fig. 2 and Fig. 3.
With i ∈ {1, 2} and j ∈ {3, 4}, the SFC and NOx
of the engines 1-4 can be expressed as

SFCEng,i = f1(ui, ui+4) (2)
NOxEng,i = f2(ui, ui+4) (3)
SFCEng,j = f3(uj , uj+4) (4)
NOxEng,j = f4(uj , uj+4) (5)

where f1 and f2 are functions that represent the SFC
and NOx formation of the small engines, and f3 and
f4 are similar functions for the large engines. Using
those references, we calculate the mass of fuel con-
sumed (mD) and emission produced (mCO2 ,mNOx)
as

mD =

4∑
i=1

SFCEng,i · ui (6)

mCO2 =

4∑
i=1

SFCEng,i · ui · rCO2 (7)

mNOx =
4∑

i=1

NOxEng,i · ui (8)

where rCO2 is the release rate of CO2 from diesel
during combustion.

3.1 Objective Function Definition

We introduce three objectives to account for the
fuel consumption and emission production in the
objective function. While the first objective C1 rep-
resents the price of a kWh as a comparison between
the engines and the batteries, the latter objectives
C2 and C3 account for the mass of emission format-
ted under operation. The price of a kWh diesel is
related to a pricing factor pD representing the fuel’s
market value. To allow for comparison, an equiv-
alent pricing factor for the battery pBat is defined.
With this, the three objectives are set up as denoted
in Eq. 9.

C1 : mD · pD + PBat · pBat

C2 : mCO2

C3 : mNOx

(9)

The objectives are normalized to allow an equal
comparison of the differently-natured targets.

We account for the battery’s health by impos-
ing constraints on the minimum and maximum of
the SOC. Those boundaries ensure the operation
to stay between 20% and 80% SOC. Further, we
aim to avoid excessive battery currents by intro-
ducing a penalty for the depth of discharge (DoD)
using a penalty factor cBat. This penalty term is
cBat · (x4 − 0.5).

The three objectives are incorporated in a scalar-
ized objective function function. Each of those ob-
jectives is combined with a weight λi with the index
i ∈ {1, 2, 3}. This leads to

J(x,u) =
∑

λi · Ci, (10)

where x and u represent the state and control vari-
ables, as reported in Tab. 2.

3.2 Optimization Problem

We solve the multi-objective optimization prob-
lem to determine the optimal control input for the
vessel energy system. For this purpose, the objec-
tive function, represented in Eq. 10, is expanded
with two parts. The first one includes the con-
troller’s reference values of the state variables in
the form of xref , which penalizes a deviation from
the expected values of the real system. The sec-
ond one adds the penalty for the depth of discharge
DoD. Taking this into account, the final objective
function can be expressed as:

J(x,u) = (x− xref) + DoD +
∑

λi · Ci, (11)

Additionally, constraints are imposed to further
characterize the minimization problem. The first
prominent constraint is the power balance between
the requested and the generated power in the form
of

PLoad = PGen. (12)
Further constraints limit the operational range of
system components as following

Olower ≤ O ≤ Oupper, (13)

where O stands for the component with its respec-
tive lower Olower and upper Oupper limits. The up-
per and lower limits of the two types of engines are
characterized by non-linear functions describing the
respective threshold. Therefore, the Eq. 13 for the
constraints imposed on the engines are represented
for i ∈ {1, 2, 3, 4}:

flower,i(x) ≤ OEng,i ≤ fupper,i(x), (14)

5 where OEng,i stands for the i-th engine and
flower,i(x) and fupper,i(x) are the corresponding non-
linear functions of the lower and upper limit.
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Based on those constraints and our knowledge
about the system behavior, we aim to identify the
set of optimal control inputs u(·|k)opt that mini-
mizes the objective function J , respective Eq. 11.
This leads to the following minimization problem:

Minimize: J(u(·|k))
s.t.:

xk+1 = f(xk,uk)

uk = uk−1 +∆uk

gin(xk,uk) ≤ 0

geq(xk,uk) = 0

(15)

where xk+1 corresponds to the state at the next time
step as a function of the current values of the state
variables xk and the control variables uk. The value
of the control uk in time step k is formed by adding
the difference in the control value ∆uk to the con-
trol value uk−1 of time step k−1. The equality and
inequality constraints set is represented by geq and
gin in dependence on the control and state variables
uk and xk.

Eq. 15 analysis shows the problem to be non-
linear and non-convex in combination with non-
linear constraints. A problem natured like this can
be solved by applying different approaches [22]. Ac-
cording to Wolpert et Macready [23] and their no
free lunch theorem, determining the optimal algo-
rithm for an optimization problem a-priori is im-
possible. This decision is only possible by testing
various ones and later comparing their performance.
However, in this study, we decide to apply Sequen-
tial Quadratic Programming (SQP) [24], as it in-
cludes the required capabilities to solve problems
of the nature of Eq. 15 [25]. This is based on the
works and findings of [26] and [25]. To ensure algo-
rithm convergence and finding the global minimum,
we apply a multi-start approach [27]. In concrete,
we define a set of 50 randomly distributed starting
points inside the defined space for the optimization
problem. We implement the described optimization
framework inside a Matlab 2022b environment.

3.3 Pareto-Frontier Evaluation

The Pareto frontier represents solutions of the
multi-objective optimization defined in Eq. 15
where improvement in one objective can only be
achieved at the expense of another. Within this con-
text, the skyline operator [28] plays a crucial role
in assisting our algorithm in identifying dominant
and non-dominant solutions at each timestamp. The
skyline operator helps extract the subset of solutions

not dominated by any other solution in our multi-
dimensional space. In particular, a data point is
said to be in the ”skyline” if no other point is better
than it in all dimensions. This makes it an effi-
cient tool for sifting through vast solution spaces to
highlight those solutions that might be of particular
interest due to their dominance in certain objectives.
When applied to our Pareto frontier obtained from
the solution of Eq. 15 at each timestamp, the sky-
line operator was used to refine the Pareto frontier
solutions set by highlighting those solutions that
stand out in particular dimensions. By focusing on
skyline solutions, it is possible to have a clearer
view of the trade-offs involved and prioritize solu-
tions that align closely with strategic objectives or
users’ preferences. As the number of objectives of
Eq. 15 is large and the solutions space is large, the
skyline operator provides a more computationally
efficient way to isolate dominant solutions without
exhaustively comparing every possible pair of solu-
tions. Finally, the skyline operator doesn’t require
any a priori knowledge about the decision maker’s
preferences, making it a versatile tool for our multi-
objective scenarios.

4 SIMULATION STUDY

A simulation study is carried out to investigate
the performance of the proposed control framework.
Further, we develop an RBC, which we use to eval-
uate the ECMS control against a benchmark. The
chosen load profile has a length of 4 h, shown in
Fig. 4. It incorporates both periods of low and high
load demand. While the propulsion load is shown
in blue, the auxiliary loads are represented in red.

Figure 4: Load Profile
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4.1 Benchmark Control

The RBC, shown as a schematic in Fig. 5, is
developed with a single focus on fuel consumption
while providing the requested load demand. For
this, the batteries are used to buffer for fluctuation
in the load and to allow a fuel-efficient operation
of the engines. The engines are operated at fixed
set points of the highest fuel efficiency along the
propeller curve. The RBC takes the requested load
demand and the current battery SoC as input values.
The SoC is used to determine if the battery mode re-
quires a change between charge and discharge. The
change is initiated when the battery SoC approaches
the upper or lower limit. We choose those limits to
20% and 80% SoC as a first step into battery life-
time beneficial operation. Further, we evaluate if
the change in power request between the steps ex-
ceeds 350 kW. If the deviation does not exceed the
limit and no change of battery mode is required,
the controller keeps the previous set points. In case
the set points need adjustment, the new set points
are chosen according to the battery mode to either
PLoad ≥ PSet or PLoad ≤ PSet. This allows the
operation of the engines at the most efficient points
at all times while slowly charging or discharging the
batteries.

Figure 5: Decision tree of the RBC

We test the RBC on the load profile to create
a benchmark. The discretization size is chosen to
5min to allow a fair comparison with the ECMS
controller. The smaller the step size of the dis-
cretization is chosen, the closer it resembles the
real-world load profile in Fig. 4. In Fig. 6, the

power balance at the DC bus is shown. The first
subplot shows the balance between the engine and
battery currents, while the second subplot compares
the load demand and the provided power. The RBC
is able to supply the required power demand while
keeping the engines at constant power levels most
of the time. The battery is used to buffer for fluctu-
ation.

Figure 6: Current sharing and power balance with
RBC. The current colors indicate the power source
(engines = red, battery = blue, load = dark green,
and light green = sum of produced power).

Fig. 7 shows the corresponding development of
the battery SoC and the DC system voltage over the
operation time. The battery behaviour is related to
the left y-axis of the plot, while the voltage is de-
picted on the right y-axis. It is observable that the
battery is slowly discharged but maintained between
the upper and lower limits.
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Figure 7: Battery SoC and DC system voltage using
RBC. SoC is shown in blue, and Voltage in red.

In addition, the fuel consumption and the for-
mated CO2 and NOx emissions are calculated to
compare the RBC to the ECMS in Section 5.

4.2 ECMS Control

The ECMS controller is tested with the same
load profile, depicted in Fig. 4. The discretization
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time step size is also chosen to 5min. The density of
diesel ρD is chosen according to [29] and the release
rate of CO2 from fuel rCO2 according to [30]. The
price of diesel fuel is chosen based on an evaluation
of the market as shown in Tab. 3. The equivalent
pricing factor of the batteries is chosen to match the
point of minimal fuel consumption of each engine
to balance the power sources. Following, the equiv-
alent factor equals the minimum SFC of the large
engines when only operating those, while it corre-
sponds to the minimum SFC of the smaller engines
whenever they are involved in the power scheduling.

Some attention was spent on the choice of the
penalty factor for the DoD of the battery, as a too-
low factor will increase the gradient of the battery
current, and a too-high factor will result in non-
optimal use of the battery potential. While this
factor should be investigated using a logarithmic
scale to determine a good choice between flexibil-
ity and health preservation in theory, we choose a
factor of cBat = 1 in this study as a proof of con-
cept after testing a limited amount of choices. This
way, we can already showcase the performance of
the ECMS control, while a full study on the effect
of this parameter needs to be carried out to choose
it optimally. Taking those parameters into account,
the controller can determine the value of all defined
objectives and minimizes the cost function Eq. 10.

Table 3: Control parameters

Parameter Description Value
ρD Density diesel 0.838 kg/l
rCO2

CO2 release rate 2.7 tCO2/l
pD Price diesel 0.7Euro/l
pB Battery equivalent cost 0.7Euro/l
cBat Battery penalty 1
SoC0 Initial SoC 0.5

In our approach to determine the weights of the
objectives, we employ the Pareto-Frontier combined
with the skyline operator as reported in Section 3.3.
This method serves as an initial step towards a de-
liberate a-posteriori weight selection, tailored to the
end user’s preferences.

5 RESULTS

In the following, we showcase the behaviour of
the ECMS controller for the scenario in which we
use the Pareto-Frontier combined with the skyline
operator for weight selection. The power balance
of the currents using the ECMS controller is shown
in Fig. 8. The ECMS controller consistently meets

the power demand throughout its operation. The
battery serves as a buffer for load fluctuations and
provides crucial support during significant power
demand surges, especially during sailing.

Figure 8: Current sharing and power balance with
ECMS. The current colors indicate the power source
(engines = red, battery = blue, load = dark green,
and light green = sum of produced power).

The corresponding behaviour of the batteries and
the DC system voltage is shown in Fig. 9. The SoC
is represented in the left y-axis, while the voltage
is connected to the right y-axis. The ECMS con-
troller depletes the SoC fully during the large step
in the load demand and slowly charges the battery
again. Even though the ECMS controller breaches
the lower limit of the SoC, we observe that it after-
ward schedules the load to charge the battery again.
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Figure 9: Battery SoC and DC system voltage using
ECMS. SoC is shown in blue, and Voltage in red.

As an illustration, we assess the selected set
points of the engines, as depicted in Fig. 10. In
alignment with the load profile, it is evident that
the controller relies solely on the smaller engines
during periods of low loads. When the power de-
mand increases drastically, the controller starts to
use one of the large engines as an additional power
source. Further, the controller adjusts the engine’s
rotational speed under operation to fully optimize
the operation.
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Figure 10: Power and speed reference set points for
all four engines over the 4 h load profile. Each color
represents a different engine.

5.1 Scenario Comparison

To further evaluate the performance of the pro-
posed ECMS framework, we tested three scenario
cases to compare with the RBC results. Two scenar-
ios investigate edges of the Pareto-Frontier, mean-
ing all weights besides one are set to zero, while
this specific one is set to 1. The first one (SFC)
is designed to singularly minimize the SFC, while
the second one (NOx) only focuses on the produced
NOx under operation. An overview of those sce-
narios’ weights is presented in Tab. 4. The third
scenario (Pareto) uses the Pareto-Frontier for the
selection of the weights, as explained in Section 3.3.

Table 4: Scenario Design
Scenario SFC CO2 NOx

λ1 λ2 λ3

SFC 1 0 0
NOx 0 0 1

We can evaluate the results for all three scenar-
ios compared to the RBC. The results are presented
in Tab. 5. We compare the scenarios in the aspects
of consumed fuel, formatted CO2 and NOx emis-
sions, and the total operational cost in AC. For the
calculation cost, we take only the consumed fuel
into account with the price assumed in Tab. 3. In
addition, the percentage of deviation to the RBC is
calculated for comparison and displayed in Tab. 6.

Table 5: Scenario Comparison

Fuel Emission Cost
Diesel [t] CO2 [t] NOx [t] [AC]

RBC 0.8948 2.8829 0.0328 747.39
SFC 0.8815 2.8401 0.0223 736.33
NOx 0.9809 3.1606 0.0195 819.42

Pareto 0.9746 3.1402 0.0203 814.17

Table 6: Scenario Comparison (relative differences)

Fuel Emission Cost
Diesel [%] CO2 [%] NOx [%] [%]

SFC -1.5 -1.5 -32 -1.5
NOx +9.62 +9.6 -40 +9.6

Pareto +8.9 +8.9 -38 +8.9

We observe a difference in the results between
the three scenarios. The first scenario is the scenario
that is the most similar to the setup of the RBC.
Therefore, the results are relatively similar, with
savings of about 1.5% for fuel consumption, CO2,
and operational cost. This saving can be explained
by a more efficient battery operation resulting in
the complete discharge under operation. This result
represents one edge of the Pareto-Frontier focusing
only on SFC. Another edge of the Pareto-Frontier is
shown in the NOx scenario. We report savings of
40% compared to the RBC. Accompanied by that,
we see an increase of about 9.6% in fuel consump-
tion. This is related to the fact that the most NOx
efficient operating points are not equal to the fuel
efficiency optima. Relating to this, the cost of the
operation increases, which is basically the price paid
for the saving in terms of emissions. Since the CO2
production is linearly related to the fuel consumed,
we observe an increase in CO2 emissions alongside.
The third scenario uses the Pareto-Frontier for the
weight selection. We see a saving in terms of NOx
formation of 38% and a corresponding increase in
fuel consumption, operational cost, and CO2 emis-
sions of about 8.9%.

Evaluating the performance of the ECMS frame-
work, we can state that the ECMS framework is
able to outperform a well-designed RBC for a
single-objective scenario. With the other edge of
the Pareto-Frontier, we can account for maximum
NOxemission savings and the corresponding price
increase. Further, we showcase that a conscious de-
cision for a compromise is possible using the Pareto-
Frontier.
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6 CONCLUSION

This paper presented an ECMS-based frame-
work for multi-objective optimization of a vessel
energy system. The control could fulfill the re-
quired load demand at all times while taking the
fuel efficiency and emission formation of two sets of
differently behaving engines into account. We im-
plemented a Pareto-Frontier approach to allow for
an a-posteriori selection of the objective weights.
In three scenarios, we showed that the controller
can optimize between the different optimal points
for each objective based on the assigned weight in
the objective function. We first tested the developed
control on a 4 h load profile obtained from a real
vessel. This allowed us to showcase the adaptation
capability of the controller to adjust the performance
based on the choice of objective weights. A com-
parison with an intelligent RBC with a focus on fuel
efficiency showed the potential for up to 1.5% sav-
ings of fuel or up to 40% savings of NOx emissions
under operation for the cases of single-objective fo-
cus.

Future work will focus on improvements in the
battery handling in the control strategy. This in-
cludes more detailed research on the choice of the
equivalent cost factor and the penalty factor for the
DoD. Furthermore, handling delays in the system,
such as engine start-up and cool-down times or set
point switches, needs further study. Potential con-
tribution can also be seen in handling the battery’s
health from the control perspective, which can be
considered combined with a degradation model of
the component. Last, further research is required on
choosing the optimal objective combination from
the Pareto-Frontier by implementing enhanced user
selection.
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Abstract 

The current state of research in marine energy systems has concentrated on conventional diesel systems, while 

limited literature is available on the configuration and control of alternative energy sources such as hydrogen 

hybrid systems, which have attracted increasing interest recently owing to the energy transition. This paper 

presents a modelling and control study for conceptual retrofitting of a general cargo vessel to a hydrogen-

hybrid version. Generic fuel cell, battery, and converter models are used, enabling easy adaptation to various 

powerplant sizes and ship types. A robustly coordinated Energy Management Strategy (EMS), which can be 

implemented for different vessel’s power profiles, was developed for power sharing, DC bus voltage control, 

and battery State of Charge (SoC) regulation. The total installed fuel cell power and battery capacity were 

heuristically selected from a range of power profiles of the ship. A database of fuel cells with stacks from 

different manufacturers was created to test different combinations in terms of fuel consumption, cost, and 

weight, based on the framework of the problem. Uncertainties in terms of fuel prices are presented using 

normal distribution graphs. The system configurations and control results are presented for one power profile 

of the vessel and the average fuel costs. It is demonstrated that with the proposed control method, the power 

losses are less than 1%, the DC bus voltage fluctuations are less than 0.5%, and the battery SoC remains 

between 35-65% for the entire duration of the analysed power profile. The configuration with eight stacks of 

150 kW has the lowest total fuel cost (730 $) with an average difference of 7.1% from the other solutions, and 

the lowest total weight (10.54 tons) with an average difference of 15.4% from the other configurations. Overall, 

this study demonstrates the efficient configuration and control of hybrid energy systems using parameterized 

components. 
 

Keywords: Cargo Ship, Configurations, Control, Cost Uncertainties, Hydrogen- Fuel Cells, Parametric Study.

1. INTRODUCTION 

The shipping industry is responsible for 3% of 

global Greenhouse Gas emissions. However, if no 

countermeasures are taken, this percentage may 

increase to 17% by 2050 [1]. Thus, the 

International Maritime Organization has imposed 

stringent regulations requiring a 50% emission 

reduction by 2050 compared to the 2008 levels [1]. 

One of the most promising alternative fuels for 

emission reduction is hydrogen, which can result in 

zero onboard emissions if fuel cells are utilised. 

They are scalable power sources with high 

efficiency at their rated level, and they produce 

power with reduced noise and vibrations compared 

to conventional engines without emitting harmful 

gases. Hybrid configurations of fuel cells and 

batteries have attracted increasing interest in recent 

years [2]. Batteries are used to cover the peak 

demands and transient loads that fuel cells cannot 

deliver owing to their limited power output and 

slow response. Such hydrogen hybrid 

configurations are more applicable for short ranges 

near recharging and refuelling infrastructure. 

Despite their higher cost and complexity compared 

to traditional configurations with diesel 

mechanical propulsion, hydrogen-hybrid systems 

offer increased flexibility, energy efficiency, and 

reliability in the case of failures [3]. 

Currently, most studies have focused on the 

modelling, control, and optimization of diesel-

based (hybrid) ship systems because they have 

been in use for a long time and are well-established 

in the marine sector. In most cases, the objective is 

to increase the use of renewable sources by 

reducing the operation of diesel generators/engines 

to minimize onboard emissions. Zhu et al. [4],[5] 

modelled and optimized the sizes of the batteries, 
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generators, and e-motors of a diesel electric vessel 

using the Non-dominated Sorting Genetic 

Algorithm to reduce emissions, lifecycle costs and 

diesel consumption. 

Vu et al. [6] proposed a Power Management 

Strategy using the interior point algorithm to 

optimally control the load splitting between the 

diesel generators and batteries of a hybrid tugboat.  

Kanellos et al. [7],[8] developed models and 

control strategies using Particle Swarm 

Optimization algorithms to reduce the operational 

expenses and satisfy the emission requirements 

(operational indexes) for the case vessels.  

The authors of [9],[10] modelled and sized the 

diesel generators, batteries, and supercapacitors to 

optimally control the highly fluctuating loads of the 

power profiles of vessels. 

The modelling, control, and optimization 

studies for hydrogen-based vessels have focused 

on passenger vessels (i.e., small boats, high-speed 

ferries, roll-on-roll-off vessels). Because there are 

no emissions onboard, more focus is given to 

operational costs, capital expenses, and 

degradation of components.  

Different studies have used the generic fuel cell 

and battery models from the Simscape library, 

which are also used in this study, focusing mainly 

on system control. Balestra and Schjølberg 

[11],[12] modelled the powertrain of a 

conceptually retrofitted hydrogen-based passenger 

vessel using real ship data. They tested the effects 

of component sizes on different Energy 

Management approaches, with a focus on hydrogen 

cost and component degradation.  

Jaster et al. [13] modelled the propulsion and 

control systems of a hydrogen vessel and simulated 

them using the hardware-in-the-loop method to 

estimate the loads and fuel consumption.  

Cha et al. [14] used an optimisation-based 

approach for the power management to maximize 

the efficiency of the fuel cells while constraining 

the battery State of Charge (SoC).  

Bassam et al. [15] presented a multi-scheme 

Energy Management Strategy (EMS) that could 

switch to different control approaches based on the 

pre-defined instructions for varying battery SoC 

and operating profile, aiming to minimize the 

energy consumption. 

Bassam et al. [16] presented an improved 

Proportional Integral strategy for a hydrogen-

hybrid tourist boat and compared the optimization 

results of hydrogen consumption, cost, and 

component stresses with three other approaches: 

Classical Proportional Integral, Equivalent 

Consumption Minimization Strategy, and a rule-

based method. 

A summary of the main points and learnings 

from the above-mentioned studies, and the 

literature gaps addressed in this research are 

presented herein. There have been many studies on 

the design and control of diesel-based ship systems 

but very few have focused on system 

configurations and control for hydrogen hybrid 

vessels. In most cases, one fuel cell stack is 

considered for the analysis, with specifications 

from a specific manufacturer, without comparing 

the different system arrangements and fuel cell 

models in terms of fuel consumption and weights. 

To the best of the authors’ knowledge, there are no 

studies on the selection of component sizes, 

configurations, and system control for vessels with 

multiple operating conditions and power profiles. 

Studies on hydrogen-hybrid ships usually consider 

a passenger vessel with a fixed route, schedule, and 

one power profile for the analysis, which simplifies 

the selection of component sizes and the EMS 

approach. Simple rule-based or PI-based 

approaches are usually implemented with a focus 

on power sharing between the components to 

minimize the energy losses for the considered load 

profile. 

This is a model-based parametric study using 

generic fuel cell/battery models and average 

converters. A diesel-based general cargo vessel 

was conceptually retrofitted to a hydrogen-based 

version with hybrid power supply. Low- 

temperature proton-exchange membrane fuel cells 

and lithium-ion batteries are the power supply 

sources and electric motors are used for propulsion. 

The aim of this research is to compare different 

configurations of fuel cells and batteries in terms 

of fuel consumption/cost and weight, and to 

efficiently control the systems. The novelties and 

contributions of this study are summarized as 

follows. To the best of the authors’ knowledge, this 

is the first such analysis for a general cargo vessel 

with various power profiles. A robustly 

coordinated EMS, that can be applied to different 

vessel profiles, was developed to control the DC 

bus voltage, SoC and for efficient power sharing. 

The installed fuel cell power and battery energy 

capacity were heuristically selected from a range of 

power profiles derived from real-time onboard 

measurements. Different combinations of fuel cells 

and batteries from various manufacturers were 

tested in terms of fuel consumption/cost, weight, 

Uncertainties in the fuel prices were considered for 

the calculations. The system configurations and 

control results are presented for one power profile 

of the vessel and the average hydrogen costs. 

The remainder of this paper is organised as 

follows. In Section 2, the case study details for the 

vessel and its operating profiles are presented. The 
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proposed methodology, models and controllers are 

described in Section 3. The results of the 

simulations and discussions are presented in 

Section 4. Finally, the concluding remarks and 

directions for future research are presented in 

Section 5.  

2. CASE STUDY 

The specifications of the general cargo vessel 

considered in the analysis are listed in Table 1. The 

original version had one main diesel engine and a 

controllable pitch propeller. 

 

Table 1. Case vessel specifications 

Parameters Values/Info  

Length 89.9 m. 

Width 12.5 m. 

DWT 

Year built 

3638 t. 

2007 

Engine  Wartsila 9L20 

 

The general cargo vessel does not have a fixed 

schedule and route. Instead, there are different 

operational areas and power profiles. The most 

energy-intensive (load fluctuating) and power- 

intensive load profiles are shown in Figure 1. 

 

 
a) Energy intensive profile 

 

 
b) Power intensive profile 

 

Figure 1: Power demand over time of the case vessel 

for different operating profiles 

 

Data measurements were obtained for the 

propulsion loads from the main diesel engine of the 

original mechanical version of the cargo vessel 

with a frequency interval of 5 minutes. The 

engine's power output is the propulsion power 

demand for the retrofitted hydrogen-hybrid version 

developed in this study. The auxiliary loads have 

not been considered for the analysis since no 

measurement data is available. 

 

3. METHODOLOGY 

3.1 Framework  

A simplified diagram of the methodology used 

in this study is shown in Figure 2. Detailed 

discussions of how the proposed methodology is 

applied to this case study are also presented in this 

section.  

 

 
Figure 2: Steps of the proposed methodology 

 

In the hydrogen version, the fuel cells and the 

batteries were sized according to the numerous 

power profiles of the vessel (Step 1). The sizes of 

the fuel cells, which are the main power sources, 

are such that they can cover the maximum recorded 

power output of 1200 kW (Figure 1b). The 

batteries were sized to deliver the highly 

fluctuating loads for energy-intensive profiles 

(Figure 1a). The selection of pack sizes was based 

on discussions with the vessel operators and 

industry experts. It was suggested that battery 

packs with a total energy capacity of 550 kWh and 

a total power of 800 kW could be sufficient for the 
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case vessel, considering its various operating 

profiles.  

In Step 2, the problem framework is defined in 

terms of variables (i.e., number of batteries, 

number of fuel cells, and module selections from 

different manufacturers), objectives (i.e., fuel 

consumption/cost and system weight), and 

constraints. In particular, the following constraints 

were considered: 

• Bus Voltage =  1000 V ±  5% [11] 

• 20% ≤ SoC (t)  ≤ 80% [12] 

• PL(t) ≤ Pout(t) ≤ 1.01PL(t) 

 

where PL(𝑡) is the power demand (load) as a 

function of time, and Pout(t) is the combined power 

output of the fuel cells and batteries as a function 

of time. The upper limit of the power output was 

constrained to be up to 1% higher than the load 

demand to minimize the power losses. 

In Step 3, different combinations of batteries 

and fuel cells were tested to estimate the fuel 

consumption, costs, weights, and to control the 

voltage and power levels. The analysis was 

performed for one profile of the vessel, which is 

presented in Section 4.1.  

In Step 4, variable and uncertain fuel prices are 

considered. The fuel cost range was obtained by 

multiplying the fuel price by the fuel consumption 

for each scenario. The mean and standard deviation 

for each case with a 95% confidence interval were 

also considered.  

Finally, in Step 5, the average fuel costs were 

plotted against the system weights for all the 

considered scenarios. The results of the fuel 

consumption and system weights were compared 

with those of the original diesel-based version. 

The different scenarios for the modelling, 

design, and control analysis of the considered 

power profile are discussed in Section 4.1.  

3.2 Models and control approach  

A simplified diagram of the powertrain layout 

for ‘n’ components is shown in Figure 3.  

 

 

Figure 3: Powertrain configuration with varying 

number of fuel cells, converters, and batteries 

 

Generic fuel cell and battery models from [17] 

and [18] respectively, have been used for 

modelling and integration of the systems into one 

powertrain. Average converter models have also 

been implemented, instead of detailed converters 

with pulse width modulation that would 

significantly increase the computational time. For 

system-level modelling, average models are 

sufficiently accurate [16].  

The fuel cells are connected to the DC bus via 

unidirectional DC-DC converters, which increase 

the variable fuel cell voltage to the levels of the DC 

bus (1000 V).  

For the batteries, the bi-directional converters 

enable discharging or charging onboard depending 

on the load demand. In this study, shore-charging 

was not considered. The DC bus is modelled with 

a single capacitance, which is obtained by the 

summation of all capacitances from the parallel-

connected converters. The DC bus is connected to 

a single variable resistive load, which is equal to 

the bus voltage divided by the load current from the 

power profile.  

The components after the DC bus, including 

inverters, AC motors, and propellers were not 

modelled in this study. 

The implemented EMS developed for system 

control is shown in Figure 4.  

 

 
 
Figure 4: Developed EMS for power sharing, DC bus 

voltage control, and battery SoC regulation 

 

In Figure 4, the DC bus voltage is controlled by 

a PI controller to its reference value of 1000 V. The 

total current output from the voltage regulation is 

then split into a low-frequency component for the 

fuel cells and a high-frequency component for the 

batteries. A low-pass filter is used before the fuel 

cell to limit the current gradients for degradation 

purposes [19]. The higher the time constant in the 

transfer function of the low-pass filter, the slower 

the fuel cell response and the smaller the fuel cell 

degradation. However, for a high time constant, the 
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batteries provide more power and degrade faster. A 

saturation block ensures that the fuel cell current 

remains within its limits. The fuel cell reference 

current is then split equally to the unidirectional 

DC-DC converters for current control.  

The difference between the total current and 

fuel cell current is the battery current. For the 

batteries, the SoC is controlled with a P controller 

around a reference value of 50%, which is in the 

middle of the desired operating range of 20-80%. 

The P controller resulted in reduced oscillations 

compared to a PI controller around the equilibrium 

point. A PI controller with a high integral gain 

could be used if the aim was to keep the SoC almost 

constant at 50% SoC, but this would result in 

higher fuel consumption and fuel cell degradation, 

because almost all the power would be provided by 

the fuel cell stacks. With the P controller, if the SoC 

is below 50%, the system requires additional 

current to increase the SoC. The total battery 

current is a superposition of the voltage regulation 

and SoC regulation parts, and it is then split equally 

to the bi-directional converters of the battery packs 

that are connected in parallel. The SoC controller 

has much slower dynamic capabilities than those of 

the DC bus voltage controller. The limits for the 

battery charge and discharge currents are set in a 

saturation block. The developed EMS is robust and 

can be used for different power profiles of the 

vessel, because if the load profile changes, the fuel 

cell and the battery react to these changes.  

The gains kp and ki for the DC bus voltage PI 

controller were estimated based on (1) and (2) as 

demonstrated in [20]. 

 
𝑘𝑝,𝐷𝐶 = CDC/𝜏𝐷𝐶 (1) 

 

𝑘𝑖,𝐷𝐶 = 0.25𝑘𝑝,𝐷𝐶
2 /(4CDC) (2) 

  

where 𝑘𝑝,𝐷𝐶 and 𝑘𝑖,𝐷𝐶 are the proportional and 

integral gains, respectively, CDC is the capacitance 

of the DC bus and 𝜏𝐷𝐶 is a time constant for the 

voltage control which is set to 0.01 seconds for this 

study based on the authors’ experience.  

The gain of the P controller for battery SoC 

control was estimated based on (3) and (4).  

 
𝑘𝑝,𝑆𝑜𝐶 = Imax/𝛥𝑆𝑜𝐶 (3) 

 
Imax = 𝑃𝐵𝑎𝑡𝑡,𝑚𝑎𝑥/𝑉𝐷𝐶 (4) 

 

where 𝑘𝑝,𝑆𝑜𝐶 is the proportional gain of the SoC 

controller, Imax is the maximum battery current, 

𝛥𝑆𝑜𝐶  is the difference between the actual and 

reference SoC values, 𝑃𝐵𝑎𝑡𝑡,𝑚𝑎𝑥 is the maximum 

battery power, and  VDC is the reference DC bus 

voltage which is 1000 V in this study.  

3.3 Database of components 

To test the different component sizes and 

system configurations, a small database of five 

actual fuel cell components with various power 

levels from different manufacturers was 

developed, as shown in Table 2. 

 

Table 2. Fuel cell database 

Components Rated power 

(kW) 

Stack weight 

(kg) 

Zepp.Y50 [21] 

HyPM HD90 [22] 

50 

100 

212 

327 

Zepp. X-150 [21] 150 355 

Powercell-200 [23] 

HyPM HD180 [22] 

200 

200 

1070 

654 

 

For the batteries, a single lithium-ion module 

from Toshiba was considered for the analysis [24]. 

The specifications of the modules are listed in 

Table 3. 

 

Table 3. Battery module specifications 

Parameters Values (units)  

Nominal voltage 24.6 V. 

Rated capacity  45 Ah. 

Weight 14.6 kg. 

 

These modules are composed of numerous 

cells, and can be connected in series to increase the 

nominal voltage of the battery pack and in parallel 

to increase its rated capacity. The total installed 

energy capacity of the batteries was set equal to 

550 kWh, as discussed in Section 3.1. Different 

numbers of battery packs were considered, ranging 

from 2 to 5 units, to investigate which 

configuration provides the required capacity with 

the lowest weight. A configuration with one battery 

pack was not considered because of the active 

redundancy requirements. Different total battery 

energy capacities will be considered in future 

work, where the optimal number and power/energy 

of components will be evaluated using an 

optimization algorithm.  

 

4. RESULTS AND DISCUSSION 

In this section, the results from the simulations 

are presented and discussed.  
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4.1 System configurations and control using 

the developed Energy Management 

The analysis was conducted for a short power 

profile of 4.16 hours (15000 seconds) for 

computational reasons (Figure 5).  

 
Figure 5: Power Profile for the simulations. 

 

The battery weights for the different 

configurations with packs ranging from 2 to 5 units 

are listed in Table 4. The total weight was 

calculated by multiplying the module weight by the 

total number of modules in all packs. The total 

number of modules in each pack was calculated by 

multiplying the components connected in series 

with those connected in parallel.  

 

Table 4. Number of battery packs and total weights for 

550 kWh total battery capacity 

Packs Capacity of 1 pack 

[Ah]  

Modules in 

each pack 

Weight 

[tons] 

2 343.7 264 7.7 

3 

4 

229.2 

171.8 

198 

132 

8.6 

7.7 

5 137.5 132 9.6 

 

Either two or four battery packs can provide 550 

kWh of energy with the smallest system weight of 

7.7 tons (Table 4). Hence, in each scenario, there 

are 2 battery packs of 275 kWh each.  

Five scenarios were considered for the analysis: 

one for each fuel cell stack (Table 2). The total 

installed fuel cell power is limited to 1.2 MW 

which is the maximum power demanded by the 

diesel engine in the original mechanical version. 

Hence, for each scenario, the number of stacks 

required for onboard installation is presented in 

Table 5. All the fuel cells are  used during operation 

in each scenario. No batteries or fuel cells are 

individually controlled and switched off during 

operation. 

 

Table 5. Scenarios for different fuel cells 

Scenario Rated power 

(kW) 

Stack 

no.  

1 50 24 

2 100 12 

3 

4 

150 

200 

8 

6 

5 200 6 

 

The results are presented for the power profile 

in Figure 5, for the 4th scenario with six fuel cell 

stacks of 200 kW from Powercell. The components 

from the different manufacturers of the fuel cells 

for each scenario and the nominal efficiencies at 

the beginning of the life cycle for each stack are 

presented in Table 6. Nominal efficiency is a 

required input parameter for the generic stack 

model, and for each fuel cell the nominal point is 

assumed to be at 80% of its rated power in this 

study. In two other parameterized generic stack 

models from the Simscape library, the nominal 

operating points are between 60-80% of the 

maximum power.   

 

Table 6. Fuel cell nominal efficiencies 

Scenario Components Efficiency (%) 

1 

2 

Zepp.Y50 

HyPM HD90  

52.5   

47.5   

3 Zepp.X-150 53.5  

4 

5 

Powercell-200 

HyPM HD180 

49.0  

48.0  

 

The purpose of the comparison of the different 

stacks is to compare the differences in fuel 

consumption/cost and weights for various 

configurations. In other words, the aim is to 

investigate the extent to which the hydrogen 

consumption and system weights vary for the same 

total installed power and battery capacity, but for 

various fuel cell component models with different 

parameters. 

After running the simulations for the 4th 

scenario, the results for the DC bus voltage levels, 

the SoC, and the power outputs from the fuel cells 

and batteries were obtained.  

The DC bus voltage was almost constant at 

1000 V for the entire simulation time with 

fluctuations of less than 0.5%.  

The battery SoC is shown in Figure 6. At the 

beginning, the SoC value remained close to the 

reference value of 50%. After t = 3500 seconds, the 

power demand increased and at approximately 

4200 seconds it reached the maximum load of 1.2 

MW. During the steady state, the battery SoC 

remained close to 40%. For the entire duration, the 

SoC value ranged between 35-65%, which lies 

within the recommended 20-80% range for 

degradation purposes. 
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Figure 6: Battery SoC over time 

 

In Figure 7, the power output from the fuel cells 

and batteries, and the analysed load profile are 

shown. The power losses were less than 1% for the 

entire voyage. The load of the fuel cells followed 

the power profile. A time constant of 360 seconds 

was used in the low-pass filter for the fuel cell 

current (Figure 4). Between 9,000-10,000 seconds 

the fuel cells provided the maximum power of 1.2 

MW and the SoC is at 40% which is below the 

reference value of 50%. The difference between 

the fuel cell power and the load power in that 

interval is because the batteries need to be charged 

to reach the reference value. When the load drops, 

the fuel cells have extra power to charge the 

batteries. Between 14,500-15,000 seconds the fuel 

cell power converged to its lower limit which 

corresponds to 10% of the rated output for 

degradation and efficiency purposes [25]. At this 

interval the load profile was below the fuel cell 

power. If, in a different power profile, the load 

power was lower than the fuel cell power for a 

longer time interval, the battery SoC would 

increase until it reached the maximum limit of 80% 

SoC. Then, the fuel cell would have to be turned 

off. The condition of turning off the fuel cells is not 

accounted for by this strategy, but it will be 

considered in future work.  

 
Figure 7: Power Profile vs Power output from fuel cells 

and batteries 

 

A second limitation of the models and control 

approach is that battery efficiencies during 

charging and discharging were not considered. 

Hence, for total battery energy capacity higher or 

lower than the considered 550 kWh, and the same 

time constant in the low pass filter, the fuel 

consumption will remain the same, but the SoC 

range will change. For larger batteries, the SoC 

range will be smaller and for lower energy 

capacities than 550 kWh, the SoC range will be 

larger than in Figure 6. 

The simulation results for the average hydrogen 

consumption for each of the five scenarios are 

summarized in Table 7. The same time constant in 

the low-pass filter was used for all scenarios. 

Hence, the differences in hydrogen consumption 

are due to the different fuel cell model parameters 

and stack efficiencies. 

The detailed stack model requires the following 

parameters as inputs: voltage and current at 0 and 

1 A, at nominal conditions and at the maximum 

operating point, the number of cells, nominal 

efficiency, nominal temperature, supply pressures 

of fuel and air, nominal air flow rate, and 

compositions of hydrogen, oxygen, and water.  

The air and fuel flow rates are variable 

parameters that depend on the fuel cell current as 

shown in Equations (5) and (6) respectively, based 

on [17].  

 

𝑉𝑎𝑖𝑟 =
60,000𝑅𝑇𝑁𝑖𝑓𝑐  

𝑧𝐹𝑃𝑎𝑖𝑟𝑈𝑓𝑂2𝑦%
(5)  

 

𝑉𝑓𝑢𝑒𝑙 =
60,000𝑅𝑇𝑁𝑖𝑓𝑐  

𝑧𝐹𝑃𝑓𝑢𝑒𝑙𝑈𝑓𝐻2𝑥%
(6) 

 

where Vair  (litres/minute) and Vfuel (litres/minute) 

are the flow rates of air and fuel, R is the universal 

gas constant (J/molK), F is the Faraday’s constant 

(C/mol), T is the operating temperature (K), N is 

the number of cells, ifc is the fuel cell current which 

is controlled by the EMS, z is the number of 

moving electrons, Pair (atm) and Pfuel (atm) are the 

absolute supply pressures of air and fuel, UfO2 and 

UfH2 are the oxygen and hydrogen utilization rates, 

y% and x% are the percentages of oxygen in the 

oxidant and hydrogen in the fuel respectively. All 

the parameters on the right-hand side of (5) and (6) 

are assumed to be constant except for the current of 

the fuel cell ifc.  

The generic fuel cell model calculates the 

efficiency (𝜂𝐹𝐶) at various load points, as shown in 

(7), based on [14].  

 

𝜂𝐹𝐶 =
𝑃𝐹𝐶  

𝑉𝑓𝑢𝑒𝑙𝐿𝐻𝑉
(7) 
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where PFC is the power of the fuel cell (W) at the 

different load points, Vfuel is the hydrogen flow rate 

calculated from (6) and converted from standard 

litres/minute to kg/sec, and LHV is the Lower 

Heating Value of hydrogen (J/kg). 

 

Table 7. Average hydrogen consumption results 

Scenario Component Fuel consumption 

[kg] 

1 Zepp Y50 163.62 

2 HyPM HD90 181.33 

3 Zepp.X-150 162.29 

4 Powercell-200 174.62 

5 HyPM HD180 180.16 

 

 

The lowest fuel consumption (162.29 kg) was 

obtained from the 3rd scenario with eight stacks 

Zepp.X-150 of 150 kW each, from Zepp. Solutions 

(Table 7). There is an 11.1 % difference with the 

scenario of the highest hydrogen consumption 

(181.33 kg), which corresponds to the case of 12 

stacks of 100 kW from Hydrogenics. 

At the same time interval of the considered 

power profile the average diesel fuel consumption 

of the original design was 156 kg/hour which 

corresponds to 649 kg of diesel required for the 

entire voyage of 4.16 hours. Thus, the diesel 

consumption was approximately 3.5-4 times higher 

than the hydrogen consumption, which was 

expected because of the Lower Heating Value of 

diesel, and the lower operating efficiency of the 

main propulsion diesel engine. 

4.2 Uncertainties of fuel costs 

Uncertainties have been considered for the fuel 

prices to investigate variations in the hydrogen 

cost. In Figure 8, the hydrogen price variations for 

2023, based on [26], are presented using normal 

distribution graphs. The number of samples was set 

to 1,000,000, the mean was 4.5 ($/kg) and the 

standard deviation was 0.4472.  

The vessel operates mainly in the Baltic Sea and 

the North Sea in European countries. It is important 

to note that these fuel prices are for green hydrogen 

production costs, so that the well-to-wake 

emissions are minimized. Hence, these are bare 

production costs and do not reflect the actual price 

paid by consumers, particularly when considering 

compressed hydrogen, liquefied hydrogen, liquid 

organic hydrogen carriers, or chemical hydrides. In 

2023, the green hydrogen prices range between 

3.5-5.5 $/kg (Figure 8) in the operational area. In 

general, the fuel prices in the vessel’s operational 

area are higher than those in most parts of the world 

[26]. 

 

 
Figure 8: Hydrogen price variations for 2023 

 

The fuel cost range ($) is presented in Figure 9. 

It was obtained by multiplying the fuel 

consumption (kg) for each scenario (Table 7) with 

the fuel price ($/kg) extracted from the normal 

distribution graph in Figure 8.  

 

 
Figure 9: Fuel cost range for varying hydrogen price 

 

Figure 10 presents the fuel cost range for each 

scenario with 95% confidence interval. The middle 

black line represents the mean (average) values, 

and the dotted lines represent the lower and upper 

limits of the fuel costs for each scenario.  

 
Figure 10: Fuel cost range for the 5 scenarios with 95% 

confidence interval 
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4.3 Average fuel costs vs weights 

The solutions for the five scenarios, in terms of 

weight and average fuel cost, are presented in 

Table 8 and Figure 11. 

 

Table 8. Fuel cost and weight for each scenario 

Scenario Fuel cost [$] Weight [tons] 

1 736.3 12.78 

2 816.0 11.62 

3 730.3 10.54 

4 785.8 14.12 

5 810.7 11.62 

 

 

 
Figure 11: Weight-average fuel cost solutions for each 

scenario for 2023 hydrogen prices 

It can be observed in Figure 11 that the 

configuration with eight stacks of 150 kW 

(Scenario 3) has the lowest total fuel cost (730 $) 

with an average difference of 7.1% from the other 

solutions, and the lowest total weight (10.54 tons) 

with an average difference of 15.4% from the other 

solutions. 

The weight of the original diesel engine is equal 

to 11.6 tons. The weight of the considered fuel cells 

and batteries in the retrofitted version ranges 

between 10.54 – 14.12 tons from the five scenarios 

(Figure 11). The system weight of the hydrogen-

hybrid version for the 3rd scenario is 1 ton less than 

that of the original system, without considering 

other components, apart from the main equipment 

that provides the propulsion loads. 

5. CONCLUSIONS 

This research focused on alternative energy 

sources in marine systems, specifically on a 

hydrogen-fuelled vessel, with hybrid power 

supply, obtained by conceptual retrofitting of a 

diesel-based cargo vessel. 

Our work included a modelling and control 

study for the hypothetical retrofitting employing 

fuel cell, battery, and converter models that can be 

adapted for various power plant sizes and ship 

types, making our approach highly versatile. 

The fuel cells and batteries were sized based on 

the most power and energy intensive (fluctuating) 

power profiles, but the modelling and control 

results were presented for a short voyage of 

approximately 4 hours for computational 

requirements. The developed robustly coordinated 

control strategy, which can be applied to different 

vessel power profiles, resulted in less than 0.5% 

DC bus voltage fluctuations from its reference 

value, and a battery SoC range of 35-65% by 

efficiently splitting the power between the fuel 

cells and batteries with power losses of less than 

1% for the entire voyage.  

A database of five fuel cell stacks, from 

different manufacturers, was considered in this 

model-based parametric study to investigate 

different combinations in terms of fuel 

consumption, cost, and weight. The fuel cost range 

was estimated with a 95% confidence interval for 

each case by multiplying the fuel price from the 

normal distribution graph (3.5-5.5 $/kg for 2023) 

with the hydrogen consumption for each scenario. 

Overall, the 3rd scenario with eight stacks/150 kW 

from Zepp. Solutions resulted in the lowest fuel 

cost of 703$ with an average difference of 7.1% 

from the other solutions. This configuration also 

resulted in the lowest combined fuel cell and 

battery system weight of 10.54 tons, which is 1 ton 

lighter than that of the original diesel engine. 

In future work, an optimization algorithm will 

be implemented for the sizing and control problem, 

considering capital costs, system volumes, and 

component degradation. An optimization 

algorithm will explore a larger design space. 

Inverters, motors, and propeller models will also be 

developed, and a lifecycle analysis of the emissions 

and costs will be conducted.  
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Abstract 

Bulk power applications such as shipping increasingly consider multilevel converter topologies such as 

modular multilevel converters (MMC), which offers the advantages of scalability, good power quality, and 

reconfigurability. The internal functioning of MMC requires complete knowledge of the capacitor voltages 

that make up their submodules meaning a large number of sensors are needed and thus a high number of 

potential points of failure exist. To increase reliability and reduce investment costs, state estimation techniques 

such as KALMAN filters have been employed to replace the physical sensors. Analytical techniques based on 

the knowledge of arm current, arm voltage, and submodule states have also been developed. These techniques 

exploit the fact that at an insertion index of 1, the arm voltage equals the capacitor voltage on the submodule 

which permits the estimation algorithm to refresh periodically with measured data thereby increasing the 

accuracy. This method requires a long refresher time, especially when many submodules are used per arm. In 

this study, we propose an improved analytical estimation by not only using unity insertion indices, but also 

exploiting transitions between two successive insertion indices. The study was carried out on a 4 submodule 

per arm MMC system. The estimated capacitor voltages were then compared with sensor-based voltage 

measurements confirming the validity of the proposed method. It was then integrated into a complete MMC 

controller including the inner controls such as circulating current and capacitor voltage balancing. 

Keywords: Modular Multilevel Converter, Insertion Index, Modulation index, Capacitor Voltage balancing, Circulating 

Current. 

 

1. INTRODUCTION 

The shipping industry is currently facing the 

challenge of achieving its climate goals through the 

adoption of new technologies. The electrification 

of ships is a critical factor in this regard, as it 

permits better integration of renewable energy and 

energy storage into the ship energy mix. Both 

academia and industry are seeking feasible ways to 

enable zero-emissions shipping. While direct 

current (DC) systems have shown benefits over 

conventional alternating current (AC) systems, 

their deployment has been limited to low-voltage 

direct current (LVDC) systems for small vessels, 

such as offshore support and inland vessels. To 

enable true DC transition in shipping, medium-

voltage direct current (MVDC) systems [1] need to 

be developed, as the current electrical propulsion 

systems for large commercial vessels are based on 

medium-voltage alternating current (MVAC). 
 

Modular Multilevel Converters (MMC) have 

been identified as the most promising power 

converter topology for medium-voltage direct 

current (MVDC) systems for large commercial 

vessels [2]. The full-bridge topology of MMC 

enhances the fault-limiting capabilities of 

shipboard power systems, which is one of the most 

critical design criteria for MVDC systems. 

Additionally, MMC offer modularity, flexible 

voltage levels, and low harmonic output voltages. 

However, one of the drawbacks of MMC is the 

high number of sensors required to measure 

numerous parameters, such as both AC and DC 

voltages/currents, arm currents, and capacitor 

voltages [3]. The high number of sensors lead to 

increase in the system size and cost as well as a 

reduction of the reliability. The sensors for 

capacitor voltage measurements account for a large 

portion of these sensors. Various studies have been 

conducted to address this challenge by adapting 

numerous estimation techniques for capacitor 

voltage estimation that could replace conventional 

sensors.  

 

In this study, we propose an improved capacitor 

voltage estimation method for a grid tied MMC 

ship systems. Instead of utilizing a unity insertion 

index, the proposed method exploits the transitions 

between two successive insertion indices. In effect, 

insertion indices under normal operation change in 

steps of one. Knowing the changes in arm voltage, 
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the arm currents as well as the state changes of the 

switches at the transition points permit capacitor 

voltage calculation. Analytical equations permit 

the estimation of the voltages between the 

transition instances. Given that state transitions 

occur throughout the period, the refreshing time for 

the proposed voltage estimation is shorter. 
 

The rest of the paper is structured as follows: 

Section 2 provides an overview of the MMC 

topology, and control systems, Section 3 describes 

the state-of-the-art voltage estimation methods, 

Section 4 describes the proposed voltage 

estimation method, Section 5 presents the 

simulation results and an analysis of the obtained 

outcomes. Finally, in Section 6, the paper 

concludes with a summary of the main findings, a 

discussion of their implications, and possible future 

research directions.  
 

2. MODELLING OF THE MMC 

2.1. Topology descriptions  

Figure 1 shows the architecture of a three-phase 

MMC consisting of half-bridge (HB) submodules. 

The MMC’s DC bus or DC link are connected to 

the positive and negative bars of the three converter 

legs (a, b, c), each of which is made up of two arms. 

The arm connected to the positive bar is referred to 

as the upper arm (u), and the arm connected to the 

negative bar is referred to as the lower arm (l). Each 

arm contains a group of submodules (SM) and an 

inductor (𝐿𝑎𝑟𝑚 ). The inductor for each arm is 

serially linked to the arm SM group to reduce 

circulating currents arising from voltage disparities 

between the arms.  

 
Figure 1: MMC architecture with HB submodule 
 

Several types of MMC submodules [12] have been 

developed in the last few decades, such as Half-

bridge and the Full-bridge submodules. The half-

bridge (HB) submodule is often referred to as a 

chopper cell. It is composed of two MOSFET or 

IGBT switching devices with antiparallel diodes 

(𝑆 𝑎𝑛𝑑 𝑆) and a capacitor (𝐶𝑆𝑀). The two switching 

devices are operated in a complementary manner to 

regulate the capacitor voltage at a value of 𝑢𝐶. The 

capacitor voltage is given by: 

 

𝑢𝑐 = 
1

𝐶
∫ 𝑖𝑐(𝑡) 𝑑𝑡

𝑡

0+
             (1) 

 

The capacitor current ( 𝑖𝑐 ) in terms of the arm 

current (𝑖𝑥𝑦) and the switching state, S, is given by  

 

𝑖𝑐 = 𝑆 𝑖𝑥𝑦                  (2) 

 

Depending on the state of the top switch, the 

effect on the capacitor voltage for different 

directions of the arm current are listed in Table 1. 

The output voltage of the HB has two voltage 

levels, “0” and “𝑢𝑐”. When the top switch is “on”, 

the output voltage is equal to 𝑢𝑐. In this mode, the 

capacitor voltage increases for positive arm 

currents and decreases for negative arm currents. 

When the top switch is “off”, the output voltage is 

equal to “0”, In this mode, the capacitor voltage 

remains constant, irrespective of the current 

direction. The output voltage of the HB can be 

represented in terms of the voltage and switching 

state of the top switch as 𝑣𝐻 =  𝑆 𝑢𝑐. 

 

S 𝑣𝐻 𝑖𝑥𝑦 >0 𝑖𝑥𝑦 ≤0 

1 𝑢𝑐 𝑢𝑐 ↑ 𝑢𝑐 ↓ 

0 0 𝑢𝑐 ≈ 𝑢𝑐 ≈ 

 

2.2. Modelling of the MMC 

     In Figure 2, the MMC is modelled using 

variable arm voltages, which are determined based 

on the states of the SMs and their corresponding 

capacitor voltages. In this study, an MMC inverter 

connected to a strong ship grid is considered. All 

three phases are controlled to inject balanced 

power into the grid, and normal operation (no fault) 

is assumed. 

 

Table 1. Switching states of HB SM 
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Figure 2: MMC single line diagram 
 

In particular, for one phase, equation (3) and (4) 

can be established. 
 

 

As seen in equations (5) and (6) the arm currents 

consist of a DC component, an AC component, and 

a second-harmonic component known as the 

circulating current (Icc). This circulating current 

flows between the arms and is caused by the 

differential voltages on each arm, resulting from 

their distinct switching patterns. The differential 

Current (Idiff) is the sum of the DC and second 

harmonic current. 

 

 

Idc represents the current from the DC link. Adding 

and subtracting equation (5) from equation (6) 

yields equation (7) and (8), respectively. 

 

 

By subtracting and adding equations (3) and (4), 

equations (9) and (10) are derived. 

 

2.3. MMC control systems 

      The MMC control scheme illustrated in Figure 

3 is divided into two main components: outer 

power control and inner grid current control. The 

output power control determines the power 

exchange between the MMC and the AC grid. It 

provides the reference current levels that will be 

tracked by the inner grid current control. Given that 

the grid voltage and frequency at the point of 

common coupling are fixed, power is controlled by 

controlling the injected currents.  

 

     In addition to the modulation strategy, MMC 

specific control algorithms also exist. One such 

algorithm is the circulating current suppression 

control (CCSC), which mitigates the presence of 

second-harmonic currents in the arms. Circulating 

currents lead to underutilization of the SM current-

handling capacity, higher power losses, and a 

requirement for larger heat sinks.  

      Another critical MMC-specific algorithm is the 

capacitor voltage sorting and balancing (CVSB). It 

ensures the equalization of all SM capacitor 

voltages within an arm. Failure to maintain a 

balance leads to SM divergence, resulting in 

extreme voltage breakdown in capacitors that are 

constantly charging, or voltage collapse in 

capacitors that are constantly discharging. Thus, 

the CVSB algorithm ensures safe and uninterrupted 

MMC operations. 

 
Figure 3: MMC control scheme 

 

      This study uses PI controllers for the MMC 

controls. To ensure the optimal performance of 

these controllers, it is necessary to transform AC 

quantities into the DQ coordinate system using 

Clark and Park transformations. This ensures the 

proper functioning of the controllers. Furthermore, 

the synchronization of the MMC with the ship grid 

is achieved through the utilization of a Phase-

Locked Loop (PLL), which extracts the electrical 

angle from the grid voltage signals. We chose to 

align the grid voltage along the D-axis. 

 

2.3.1. Output current control 

Based on the single-line diagram in Figure 2 the 

equivalent circuit for the AC output current is 

shown in Figure 4. 

 

 

Vdc

2
− VU = VT + (Rarm ∗ IU + Larm

dIU

dt
)          (3) 

Vdc

2
− VL = −VT + (Rarm ∗ IL + Larm

dIL

dt
)        (4) 

                          IU =
Idc

3
+ Icc +

Io

2
                       (5) 

                          IL =
Idc

3
+ Icc −

Io

2
                      (6)    

                            Io = IU − IL                             (7) 

IU + IL = 2 ∗ (
Idc

3
+ Icc) = 2 ∗ Idiff                   (8) 

VT = (
−VU+VL

2
) − (

Rarm

2
∗ Io +

Larm

2

dIo

dt
)            (9) 

Vdc = (VU + VL) + 2 (Rarm ∗ Idif + Larm

dIdif

dt
)       (10)                                                                                                                                               
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Figure 4: Equivalent circuit for the grid current 

 

By deriving equation (11) from Figure 4, the design 

equation (12) for the control system in the ABC 

reference frame is obtained.  

 

VLU = (Rg +
Rarm

2
) ∗ Io + (Lg +

Larm

2
) ∗

dIo

dt
+ E     (11) 

 

With R = (Rg +
Rarm

2
) and L = (Lg +

Larm

2
),    

         ⌊

Va

Vb

Vc

⌋ = R ∗ ⌊

Ioa

Iob

Ioc

⌋ + L ∗

⌊
 
 
 
 
dIoa

dt
dIob

dt
dIoc

dt ⌋
 
 
 
 

+ ⌊

Ea

Eb

Ec

⌋         (12) 

 

The equation (13) represents equation (12) in DQ 

coordinates.  

[
Vd

Vq
] = R ∗ [

Iod

Ioq

] + L ∗ [

dIod

dt
dIoq

dt

] + Lω ∗ [
−Ioq

Iod

] + [
Ed

Eq
]         (13) 

 

The plant model for the output current can be 

obtained by applying the Laplace transform to the 

equation, resulting in equation (14). 
 

[
Vd(s)
Vq(s)

] = (R + sL) ∗ [
Iod

(s)

Ioq
(s)

] + Lω ∗ [
−Ioq

(s)

Iod
(s)

] + [
Ed(s)
Eq(s)

]       (14) 

 

To enable independent control of the D-axis and Q-

axis currents, the coupling term -LωIoq
(s), LωIod

(s) 

and the grid voltage values Ed  and   Eq  are fed 

forward. By employing pole-cancellation 

techniques, the PI gains can be determined using 

the following equation:  

 

              Kp_c = 2πLfbw,                    (15) 

               Ki_c =  2πRfbw,                    (16) 

 

In these equations, fbw  represents the controller 

bandwidth, which is typically set to 1/10th of the 

switching frequency. 

 

2.3.2. Output power control 

      The output D and Q current references are 

determined based on active and reactive power 

controls respectively. Considering the chosen 

alignment of the grid voltage with the D-axis (Eq =

0), equation (17) represents the active power and 

equation (18) represents the reactive power.   

 

             P =
3

2
(EdId + EqIq) =

3

2
(EdId)          (17) 

             Q =
3

2
(EqId − EdIq) = −

3

2
(EdIq)      (18) 

 

2.3.3. Circulating current suppression  

      In an MMC, the second-harmonic circulating 

current primarily circulates within the converter 

itself. This has AC component of twice the 

fundamental frequency which must be suppressed. 

Figure 5 shows the equivalent circuit of the 

differential current.  With Vcc = Vu + VL 
 

 
Figure 5: Equivalent circuit for differential current  

 

The circulating current part of the differential 

current [100 Hz] is governed by equation (19). 

 

                   Vcc = (Rarm ∗ Icc + Larm
dIcc
dt

)          (19) 

 

Given that the second harmonic is a negative 

sequence, the synchronization signal from the PLL 

is multiplied by -2 before the DQ transform. The 

circulating current plant model in DQ coordinates 

is given by equation (20). 
 

The circulating current control equation is identical 

to that of the output current control. Pole placement 

was also used to tune the PI gains. 

2.4. Modulation and arm capacitor voltage 

sorting and balancing (CVSB) 

2.4.1. Modulation  

     Pulse width modulation (PWM) was used to 

translate the control output into gate signals. By 

adjusting the duty cycles of the switching devices, 

the targeted output can be achieved. MMC use 

multi-carrier modulation schemes (N carrier 

signals) such as phase-shifted carrier (PSC-PWM) 

[
Vccd

Vccq

] = 

Rarm [
Iccd

Iccq

] + Larm [

dIccd

dt
dIccq

dt

] + 2Larmω ∗ [
Iccq

−Iccd

]      (20) 
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and level-shifted carrier (LSC-PWM) modulations.  

In PSC-PWM, triangular carrier signals with unity 

magnitudes but phase-shifted from one another are 

compared with the modulating signal. In LSC-

PWM, triangular carrier signals with magnitudes 

equal to 1/N of unity are compared with the 

modulating signal. Another modulation technique 

used in this study is the nearest level modulation 

(NLM) which is based on approximating the 

insertion indices to the nearest step level based on 

the modulating signal. 

2.4.2. Arm capacitor voltage sorting and 

balancing (CVSB) 

      To avoid the collapse of the MMC or the 

breakdown of capacitors due to the divergence of 

capacitor voltages, the capacitor voltages are 

strictly supervised and adjusted. The voltages are 

first read, sorted in ascending order, and then the 

SM to be switched are chosen based on their 

relative voltages, the current insertion index and 

direction of the arm current as shown in Figure 6. 

For any insertion index, D, if the arm current is 

positive, the D submodules with the least charged 

capacitors are switched on so that they can charge 

up, whereas for negative arm currents, the D 

submodules with the highest charged capacitors are 

discharged. 

 

Arm Current 
positive?

Insert the D Capacitors 
with the smallest voltages

Insert the D Capacitors 
with the biggest voltages

NoYes

PWM

PWM signals to gate drives

Start

Read the Arm Current

 
Figure 6: CVSB algorithm 

3. CURRENT CAPACITOR VOLTAGE 

ESTIMATION METHODS FOR MMC. 

      Several methods have been proposed most of 

which rely on the state-space model of the MMC 

system. In [4] an adaptive back-stepping observer 

was proposed, whereas in [5] the authors used 

Kalman filter estimation. In [6], a sliding mode 

observer and state estimator were used, considering 

currents and capacitor voltages as state variables. 

In [7] the authors used an adaptive filter, but this 

time included capacitances as an uncertain 

parameter as capacitances of electrolytic capacitors 

may vary greatly. This increases the accuracy but 

also the complexity of the problem which has to be 

solved in near real time in order to provide the gate 

signals on time. In [8], an observer was directly 

integrated into model predictive control of the 

MMC. In [9] a modified sliding-mode observer 

was proposed. 
 

      Analytical methods based on SM states have 

also been proposed and have the advantage of 

being both simple and able to periodically correct 

the estimation errors by using real measurement 

data. In [10] and [11], the authors used the 

analytical expression of the capacitor voltage in 

equation (21). The total arm voltage was measured 

and compared to the sum of the estimated arm-

capacitor voltages. The estimation error was then 

redistributed among all “on” state capacitors either 

equally or based on their duty cycles or their 

average switching function. 
 

𝑉𝑐𝑥𝑦𝑛
(𝑘 + 1) =

1

𝐶𝑠𝑚
∫ 𝑆𝑥𝑦𝑛

𝑡𝑘+1

𝑡𝑘
𝑖𝑥𝑦𝑑𝑡 + 𝑉𝑐𝑥𝑦𝑛

(𝑘)     (21) 

 

For this technique, refreshment with accurate 

values from arm voltage measurement only takes 

place when the insertion index (D) of the arm is 

one. At this index, the arm voltage equals the 

capacitor voltage of the SM in “on” state minus the 

small voltage drop across the active SM in the arm. 
 

      The validity of all the above-mentioned 

methods, and thus the accuracy and stability of the 

control loops built up on them depends on the 

accuracy of the underlying models used by these 

estimators. Often, these methods must pass through 

model linearization which reduce model fidelity. 

Furthermore, the model parameters are usually 

assumed to be constant, however, in reality, they 

fluctuate. In particular, observer-based methods 

provide a filtering property that estimates the states 

of variables values from their previous values and 

measurable outputs. They rely entirely on the 

mathematical model of the system and are thus 

very vulnerable to changes in parameters due to 

ageing or temperature changes. Analytical 

techniques on their part also rely on the accuracy 

of the model. However, this dependence can be 

eliminated using sufficiently high refreshment. For 

example, simple interpolation techniques other 

than the analytical equation of capacitor 

(dis)charging could be used between measurement 

points if the refreshment was sufficiently fast. As a 

matter of fact, analytical techniques amount to the 

digital equivalent of signal sampling and using 
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approximation techniques to estimate the values 

between samples. The higher the sampling rate, the 

better the quality of the reconstructed signal. 

However, the current methods have a low 

refreshing frequency, as this is only possible if the 

arm insertion index equals unity. That is, for an 

MMC with N+1 steps and period T, we have a 

window of less than d1*T, where we can apply this 

technique, as shown in Figure 7 by the red window. 

d1 is the arm duty cycle at unity insertion index. 

Furthermore, these refreshments are not uniformly 

distributed throughout the period, but are 

regrouped within the red band corresponding to the 

unity insertion index, as shown in Figure 7. 
 

 
Figure 7: Insertion index of upper arm 

 

 

      Analytical techniques are a good option if a 

method can be found that increases the refreshment 

frequency and if these refreshments are uniformly 

distributed throughout the period irrespective of the 

insertion index. This is the purpose of the proposed 

method. 

4. PROPOSED CAPACITOR VOLTAGE 

ESTIMATION 

 

      Unlike current analytical estimation 

algorithms, the proposed algorithm is a state 

transition-based technique that uses the change in 

the measured arm voltage and attributes it to a 

particular arm SM capacitor. Gate-state changes 

provide a unique identification of the SM.  
 

      As shown in Figure 7, the insertion index of an 

MMC changes by one under normal operation. 

This means that optimally, one SM goes on or off 

at any given time. Therefore, the change in arm 

voltage corresponds to the contribution of the SM. 

Given that switching occurs through the period and 

in the sub-second range, the refresh rate is high and 

distributed over most of the period on the insertion 

index graph, as shown by the blue window in 

Figure 7. For this algorithm, first the capacitor 

voltages were initialized. The signals from the 

gates were monitored to detect any state transitions. 

At any time, a state transition is retained if no other 

state transition is simultaneously detected. The SM 

undergoing the change is attributed the 

corresponding change in arm voltage minus a 

negligible voltage drop as illustrated in Figure 8. 

 
Figure 8: Proposed CVE algorithm 

 

5. SIMULATION VERIFICATION  

5.1. MMC simulation model 

The performance of the proposed CVE was 

tested through simulations using 

MATLAB/Simulink software. The MMC test 

parameters are listed in Table 2. The sensor 

measurements were used as benchmarks. 

 

Parameters Value 
DC link Voltage (kV) 10 

AC grid RMS Voltage (kV) 3.54 

AC grid frequency (Hz) 50 

Submodule Capacitance (mF) 2 

Arm inductance (mH) 1 

Grid inductance (mH) 2 

Switching frequency (Hz) 2000 

Number of submodules per arm 4 

 
 

5.2. Results and discussions 

5.2.1. Accuracy of the proposed method 

The proposed CVE algorithm was analyzed in 

steady state condition using LSPWM and 

compared with sensor-based measurements. As 

shown in Figure 9, the estimated capacitor voltage 

matches that of the sensor-based method. The error 

reached up to 0.02 %. 

Table 2: System Parameter 
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Figure 9: Proposed CVE performance 

 

5.2.2. Dynamic performance in a closed loop  

The proposed method was integrated into the 

MMC closed loop control. Figure 10 to Figure 13 

show that the estimation seamlessly blends into the 

MMC controls. The proposed CVE estimation 

accuracy and speed were thus sufficient for MMC 

control. The settling time for the outer power 

controls are less than 0.1s as shown in Figure 10 

and Figure 11. In Figure 12, the circulating current 

suppression control was triggered at the 0.1s 

thereby suppressing the 100 Hz currents in less 

than 0.03s. Figure 13 shows the output voltage and 

current of the converter. Figure 14 shows that the 

capacitor voltage for all the SM within the arms 

don’t diverge meaning, the values provided by the 

proposed CVE estimation algorithm are 

sufficiently accurate to maintain stable operation in 

the CVSB block. 

 

Figure 10: Active power controller time response 

 

 

Figure 11: Reactive power time response 

 

 
Figure 12: Circulating current suppression control 

 

 
Figure 13: Converter output voltage and current 

 

Figure 14: Capacitor Voltages for an MMC leg. 
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5.2.3. Performance evaluation under 

different conditions 

The next step of the simulation studies involved 

studying the influence of different parameters on 

the tracking performance of the proposed CVE 

relative to the sensor-based method. 

5.2.3.1. Influence of modulation type 

As seen in the Figure 15 and Figure 160 for 

PSPWM and NLM, respectively, the tracking error 

is much reduced with the PSPWM scheme but 

much worse with NLM. This is because there is a 

natural balancing of capacitor voltages with the 

PSPWM technique, whereas the NLM technique 

needs the CVSB algorithm.  

 

Figure 15: Sensitivity to modulation (PSPWM) 
 
 

 
Figure 16: Sensitivity to modulation (NLM) 

 

5.2.3.2. Influence of Switching frequency:  

To investigate the effect of switching 

frequency, the LSPWM technique was utilized. It 

is seen that lowering the switching frequency still 

permits the estimation of the voltage although the 

error worsens as the switching frequency reduces 

as shown in Figure 17 and Figure 18 for switching 

frequencies of 600 Hz and 300 Hz respectively. 

The proposed algorithm is principally based on 

periodic reading of the arm voltage changes and 

attributing it to the changes in the submodule gate 

states meaning that the accuracy is improved if the 

arm voltage sampling frequency is increased. 

However, as seen from the different tracking 

errors, a high switching frequency does not 

necessarily lead to a large increase in tracking 

accuracy; on the other hand, it leads to an increase 

in switching power losses. However, high 

switching frequency also improve the harmonic 

content of the output AC voltage. The choice of the 

switching frequency is a compromise between the 

switching power losses, power quality, and voltage 

estimation accuracy. 

 

Figure 17: Effect of switching frequency (600Hz) 
 

 

Figure 18: Effect of switching frequency (300Hz) 

 

5.2.3.3. Influence of AC frequency: 

At low AC frequencies, MMC usually 

underperforms as the capacitor voltages have 

longer charge/discharge periods, leading to the 

need for extra mitigation efforts in addition to the 

CCSC and CVSB. This is the case for MMC motor 

drives at low speeds. In the experiment, an RL load 

was used with a 5 Hz AC output. Figure 19 and 

Figure 20 show that compared to the sensor-based 

measurement, the proposed method is more 

accurate. This is because the proposed algorithm 

depends primarily on the switching frequency. The 

standard CVE algorithm used for comparison was 

the analytical technique employed in [10] and [11] 

as described in section 3 and depends on the unity 
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insertion index which in tend depends on the output 

AC frequency. 

 

Figure 19: Standard CVE for low frequency AC. 
 

 

Figure 20: Proposed CVE for low frequency AC. 

6. CONCLUSION 

In this study, we propose an improved capacitor 

voltage estimation method for modular multilevel 

converters. The conventional method relies on a 

unity insertion index for estimation, which results 

in a long refresher time and limited accuracy, 

particularly in systems with a high number of 

submodules per arm. To address these limitations, 

we explored not only unity insertion index but also 

the transitions between successive insertion 

indices. 
 

By utilizing the arm voltage at the transition points 

and the state changes of the switches, we developed 

an estimation algorithm that allows for periodic 

refreshing with measured data, thereby increasing 

the accuracy of the capacitor voltage estimation.  
 

To validate the proposed method, we conducted a 

study on a four-submodule per-arm MMC system. 

The estimated capacitor voltages were compared 

with the sensor-based voltage measurements, 

confirming the validity of the proposed method. 

Furthermore, the proposed method was integrated 

into a complete MMC controller, including inner 

controls, such as circulating current and capacitor 

voltage balancing. Sensitivity studies were also 

conducted on different algorithm parameters and 

showed that the algorithm for a given switching 

frequency is immune to errors from model 

parameters, such as submodule capacitance, and 

also functions well at for low frequency 

applications.  
 

The proposed capacitor voltage estimation method 

offers several advantages for MMC technology: by 

reducing the reliance on sensors, the method helps 

to decrease the number of potential points of failure 

and overall investment costs. Moreover, the 

improved accuracy of the voltage estimation 

contributes to enhanced system performance 

opening perspectives for operation under fault. 
 

Though the proposed method thus provides a 

solution for a reliable and cost-effective capacitor 

voltage estimation in MMCs, the operation of the 

MMC critically relies on the availability of the arm 

voltage sensor and the accurate knowledge of the 

actual gate signals in near real time. Lack of data 

leads to faulty operations. Future research 

directions include extension to operation under 

fault conditions, further incorporation of the 

modified capacitor voltage sorting and balancing 

into the simulation to ensure cycling of all SM in 

the arms especially in fault operations. In addition, 

power hardware in the loop simulation on a test 

bench to validate this method will be the next step. 
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Abstract 

Several measures have been developed to prevent emissions from inland water transportation. However, it is challenging to 

weigh all the aspects to identify the pathway that will ultimately result in zero-emission inland shipping. A data-driven virtual 

representation of the inland shipping system can be used to evaluate zero-emission strategies, effectiveness of policies and 

technologies, and consequences of their implementation. This multi-level digital twin can realistically represent the system with 

all relevant components, which needs to be validated using real-world data. Subsequently, future scenarios can be imposed on 

the digital twin, and the proposed intervention measures can be applied, based on which their efficiency can be assessed together 

with the inland shipping sector.  

This study discusses the essential aspects of designing a digital twin for an IWT. Three aspects are considered essential: 

individual ships, logistics chains, and infrastructure. As these research topics span various scales, ranging from a single vessel 

to an entire infrastructure network, an agent-based approach is suitable for forming the basis of the digital twin. Consequently, 

potential interventions can be considered, ranging from the application of new technologies to individual vessels to policy 

measures implemented for an entire shipping corridor or various bunker infrastructure strategies in the network. Additionally, 

the impact of the implemented interventions can be evaluated at any desired scale, ranging from the individual ship level and 

its emissions to the network level and aggregated emissions in an entire area, or the impact on the logistics chain. 

Keywords: Emissions, PATH2ZERO, Multi-level digital twin, inland waterway transport, Energy transition, 

Sustainability. 

 

1. INTRODUCTION 

Inland waterway transport (IWT) is vital to the 

European economy. This mode of transport is 

highly efficient and contributes significantly to a 

region's trade volumes. Furthermore, the IWT is 

one of the most energy-efficient modes of transport 

per ton of transported goods, consuming only 17% 

of the energy required by often-congested road 

transport and 50% of rail transport. This sector 

already plays an important economic role in 

transporting goods and passengers in Europe. 

Despite its efficiency, IWT contributes to 

greenhouse gas emissions. Given the projected 

growth in the European economy, emissions from 

IWT will rise unless proactive measures are taken.  

The Paris Agreement set the ambition to limit 

global warming to 1.5 °. In line with the Paris 

Agreement, the EU aims to become a carbon-

neutral economy by 2050, with a 55% reduction in 

CO2 emissions by 2030. To achieve these goals, the 

2019 European Green Deal reaffirmed that the EU 

transportation sector must reduce its emissions by 

90% by 2050. A significant proportion (75%) of 

the inland freight transported by road today should 

be shifted to inland waterways and rail. The Green 

Deal also called for measures to increase the 

unused capacity of inland navigation. With the 

Sustainable and Smart Mobility Strategy of 

December 2020, the European Commission 

outlined the planned transformation of the EU 

transport system, including a 25% increase in IWT 

and short-sea shipping by 2030, and 50% by 2050. 

This will require measures, such as improved 

connections and a more modern shipping 

infrastructure that ensures year-round navigability. 

Its untapped potential to increase capacity justifies 

the renewed attention it has recently received in 

terms of sustainable development. 

Several emission reduction measures have been 

developed in recent decades [1], [2], [3], [4]. 

Currently, there are no obvious pathways toward 

zero-emission shipping because of the many 
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uncertainties regarding all aspects of zero-emission 

shipping. The aim of this study is to address the 

challenges of shipping, transport chains (logistics), 

and infrastructure in the transition to zero-emission 

(ZE) IWT. The remainder of this paper is organized 

as follows. First, up-to-date emission reduction 

measures for inland navigation were categorized. 

Second, the challenges in accelerating the 

transition and filling the remaining knowledge 

gaps are discussed. Third, the potential of digital 

twin solutions for accelerating the transition to 

zero-emission and robust inland navigation is 

discussed. Finally, conclusions are summarized. 

 
Table 1. Average annual emission factors of the 

inland navigation fleet for diesel engines and total 

emissions of IWT reported by CCNR [4]. 

Emissions g/kWh Total 

(kt)  

Sources 

CO2 673-771 4149 [4],[5],[7]  

CO 1.3-5.3 38 [4],[5],[6] 

NOx 3.75-10.8 61 [4],[5],[6],[7] 

N2O 0.017-0.019 - [5] 

NH3 0.0021-

0.0024 

- [5] 

PM 0.01-0.6 2 [5],[6],[7] 

SO2 0.004-0.486 - [5] 

VOC 0.2-1.2  [5],[6] 

CH4 - 0.2 [4] 

2. EMISSION REDUCTION MEASURES 

FOR IWT 

2.1 Types of emissions from IWT 

 

The vast majority of inland ships today use diesel 

engines, which are similar in principle to those 

used in non-road mobile machines, locomotives, 

and small-sea vessels. However, it is essential to 

note that IWT uses low-sulfur diesel (EN590), 

which is similar to automotive fuel. The distinction 

between non-road mobile machines, including 

IWT and road transport, is evident in the regulatory 

standards. Until NRMM STAGE V, regulations for 

non-road machines were less stringent than those 

for road transport, particularly concerning 

emission limits for air pollutants. For instance, the 

permissible levels of pollutants such as NOx and 

PM are much higher. The combustion of fuels 

produces emissions of various greenhouse gases, 

including carbon dioxide (CO2), methane (CH4), 

and nitrous oxide (N2O). In addition, inland 

shipping generates other air pollutants such as 

carbon monoxide (CO), nitrogen oxides (NOx), 

non-methane volatile organic compounds 

(NMVOC), and particulate matter (PM).  

Table 1 summarizes the emission factors of the 

diesel engines of the inland navigation fleet and 

total emissions of the IWT. In terms of absolute 

weight, CO2 emissions were the most dominant 

emissions from the IWT. However, external costs 

or air pollutant emissions may be higher depending 

on the area in which they are emitted.  

 

2.2 Current strategies for emission reduction 

from IWT 

 

The main strategy for achieving ZE IWT is to use 

energy carriers with a low well-to-wake carbon 

intensity. Substantial leaps in emission reduction 

for the IWT can be achieved by a transition to 

renewable and/or low-carbon fuels complemented 

by alternative energy converters. Various 

alternatives to diesel can be considered. These can 

be divided into three groups.  

• Biofuels: biomass-based energy sources; 

• E-Fuels: fuels produced by renewable 

electricity; 

• Electricity. 

Figure 1, adapted from [8], shows well-to-wake 

CO2-equivalent emissions for current fossil fuels 

and alternative fuels that are considered for 

reducing emissions from IWT. The data suggests 

that biofuels can substantially decrease the 

emissions from IWT as tank-to-wake emissions 

can be minimized as confirmed by a number of 

studies [9]. At the same time, a long-term strategy 

can be focused on minimizing the emissions to zero 

by drawing more attention to E-Fuels and 

electricity. The storage of the latter can provide a 

promising alternative to other types of fuels for 

IWT as battery systems can either be integrated 

into the hull of the ship or can be installed in a 

standard container that could then be inter-

changeably stored on the ship.   

Other emission reduction strategies mainly focus 

on ship-related or logistics-related measures. Ship-

related measures include technologies that can be 

incorporated into a ship to reduce the ship’s 

emissions compared to the original ship design. 

These measures focused on novel designs, retrofits, 

or newly built ships. With the support of sensing, 

computation, and communication technologies, 

new techniques for decision support and control 

can be developed to optimize operational decisions 

from an emission-aware/sustainability perspective.  

Furthermore, new technologies include solutions 

for a ship's propulsion system, which consists of 

the ship’s hull and propeller.  The measures aim to 

optimize energy consumption by reducing ship 

resistance, improving thrust efficiency, improving 

power generation efficiency or retrofitting current 

engines.  
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Figure 1: Reported well-to-wake CO2-equivalent 

emissions for current and alternative energy carriers for 

IWT (adapted from [8]) 

 

Logistics-related measures include optimizing 

sailing routes to ensure that the most efficient paths 

are taken, minimizing empty voyages to enhance 

transport efficiency, and maximizing cargo loading 

to ensure optimal utilization of available capacity. 

Furthermore, other operational measures can 

involve advanced scheduling to avoid congestion 

at ports, terminals, and locks.  

Over the past two decades, several measures have 

been developed to reduce emissions from IWT. 

These measures can be divided into ZE measures 

that lead to ZE IWT and measures that can reduce 

emissions from the IWT to a certain level. Both 

categories can be further categorized into technical 

(ship-related) and operational (logistics-related). 

An overview of the currently available emission 

reduction measures for IWT is shown in Figure 2. 

Apart from measures related to alternative fuels 

and retrofitting/replacing existing engines to use 

these fuels, other measures offer a smaller impact 

than alternative energy carriers. However, these 

measures are important to achieve robust energy 

consumption during the transition to renewable 

and/or low-carbon fuels supplemented by 

alternative energy converters. 

 

2.3 Ship’s emission reduction measures 

2.3.1 Retrofitting and replacing engines  

One of the short-term emission reduction strategies 

can be focused on retrofitting or replacing existing 

engines with alternative fuels. Currently, there are 

two types of engines for introducing new fuels. 

 1) Compression ignition engine: Air is compressed 

so much that it heats up and ignites the fuel. Fuels 

with different auto-ignition temperatures require 

different engine types. The following fuels can 

potentially replace diesel in this type of engine 

[10]: vegetable oil, DME (dimethyl ether), GTL 

(gas-to-liquid), BTL (biomass-to-liquid), and HVO 

(hydrotreated vegetable oil).  

2) Spark ignition engine: the fuel-air mixture will 

not ignite until a spark is created. The compression 

ratio is much lower (typically 1:11) than 1:20 for 

compression ignition in compression ignition 

engines. The following fuels are used in engines 

[10]: gasoline, ethanol, methanol, natural gas, 

biomethane (both CNG and LNG), and hydrogen.  

 

 
Figure 2: Overview of the current emission reduction 

measures for IWT. ZE indicates zero-emission 

measures.  

Alternative fuels can be used in three main ways:  

1) Mono-fuel: Changing the engine type requires 

major adjustments because parts of the engine must 

be rebuilt. Therefore, it is easier to install new 

engines.  

2) Dual-fuel: Two fuel systems on a ship. 

Typically, a small amount of diesel fuel is used as 

the pilot fuel to initiate the ignition process, 

followed by combustion of the selected alternative 

fuel. The side-to-side use of two mono-fuel engines 

is also considered an emission-reduction strategy. 

3) Designing new ships: selecting the right energy 

convertors and energy carriers for new ships (e.g. 

electric drive using batteries, fuel cells). 

For energy carriers, the focus is on ZE tailpipe 

emissions (batteries, hydrogen, and hydrogen 

carriers), although bio or synthetic diesel combined 

with internal combustion engines is considered 

because of their high TRL and positive impact in 

the short term. Further reduction of air pollutant 

emissions from combustion engines can already be 

achieved with available Stage V engines (e.g., Euro 

VI and NRE engines); however, a comparison with 

ZE tailpipe solutions from a full well-to-wake and 

Fossil fuels 

Biofuels 

E-fuels 

208



life cycle viewpoint still has to be made. Matching 

power configurations (internal combustion, fuel 

cells, and batteries) are also included, while 

bunkering is limited to the traditional transfer or 

charging and swapping of containers and tanks as 

the two most likely options. 

2.3.2 Ship resistance 

Reducing the ship’s resistance lowers the power 

required for a given speed and thus lowers fuel 

consumption and emissions. Considering the 

current weather conditions, currents, and hull 

fouling, an extra effective propeller power is 

required to overcome the additional resistance. 

Ship resistance is particularly affected by ship 

design, design speed, and hydrodynamics of the 

hull.  

The structural design of the hull of an IWT ship 

should be optimized based on the specific route and 

dimensions of the waterway, as well as 

hydrodynamic conditions (e.g., low water level and 

current velocities) that affect the ship’s resistance. 

The ship design and propeller selection can be 

optimized through better structural design and 

advanced materials. Fiber-reinforced plastic 

composites, high-strength steels, and aluminum 

alloys are the primary lightweight materials 

currently used in the maritime industry [11]. 

Research and application of metal sandwich panels 

and lightweight steel-composite sandwich panels 

with novel joining methods have shown their 

advantages. These novel arrangements and 

lightweight materials are expected to be widely 

used in superstructures, secondary structures, and 

components for all types of inland vessels.   

In addition, advanced hull coatings can reduce 

frictional resistance, resulting in fuel savings. 

2.3.3 Propeller efficiency 

The main opportunities for optimizing propulsion 

efficiency in an IWT relate to hull efficiency and 

relative rotative efficiency, which depend on high-

efficiency propellers, improving wake distribution, 

and recovering rotational energy.  

A more homogeneous wake translates into better 

propeller efficiency. Wake equalizing devices, 

such as ducted propellers, wake equalizing ducts, 

and nozzles, aim to improve wake distribution and 

reduce flow losses around the working propeller. 

Another group of power-saving devices is aimed at 

recovering rotational energy from the water 

downstream of the propeller and converting it into 

thrust. Many devices have also been proposed to 

recover some of the rotational energy of water. 

2.3.4 Power generation efficiency 

Currently, there are some opportunities for fuel 

savings in the main and auxiliary engines, as well 

as in the various energy-consuming equipment on 

board ships. New technologies are currently 

targeting traditional diesel engines. However, all of 

these engine technologies have nearly reached their 

limits in terms of improving energy efficiency. The 

potential for further fuel savings is typically less 

than 1%. However, converting to battery-electric 

sailing can save approximately 50% of the energy, 

because  the thermal loss in the conversion of 

electrical power to mechanical power at the 

propeller shaft is much lower. 

In addition, more emphasis is being placed on 

reducing NOx and particulate matter emissions 

from IWT engines. For CCNR Stage II engines, 

this reduction is achieved at the cost of a reduced 

fuel efficiency. Flexible power options, such as 

power-take-off/power-take-in configurations and 

hybrid propulsion, can be considered to save fuel. 

However, the new Stage V engines use SCR to 

reduce NOx emissions, which allows engine 

management systems to be tuned for maximum 

fuel efficiency while reaching even higher NOx 

reduction levels.   

2.3.5 Slow steaming 

Slow steaming is the practice of operating ships at 

speeds lower than the design speed. This measure 

was introduced in the maritime industry to reduce 

fuel costs and is used by nearly all global shipping 

companies in the current context of the sluggish 

shipping market. Slow steaming has been shown to 

be the most energy-efficient operational measure 

for individual maritime vessels because fuel 

savings and emission reductions of up to 60% can 

be achieved, depending on the extent of speed 

reduction. Although mandatory speed reduction 

may directly lead to emission reductions from the 

IWT, speed restrictions for inland vessels may be 

difficult to apply because of safety concerns. 

2.3.6 Operating resistance optimization 

The main objective of operating resistance 

optimization is to minimize the calm water ship 

resistance (i.e., frictional and residual resistance) 

for specific shipping routes and payloads using 

draft, trim, and ballast optimization. The hull form 

is usually optimized for a single speed and load 

condition, which is normally the design speed at 

the design draft. With the different speeds and 

loading conditions encountered in practice, the 

resistance can be optimized. Varying ship drafts or 

trims will change the wetted surface area, waterline 

length, and resistance, and can be considered for 

more robust ship designs, considering the specific 
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routes and conditions expected during the lifetime 

of the ship.  

 

2.4 Logistics’ emission reduction measures 

 

Transport chain measures for emission mitigation 

are focused on using operational efforts that 

include reducing power demand and improving 

energy efficiency. Several promising operational 

measures for navigation, supply chains, and 

logistics have been developed by the industry [12]–

[14]. Typically, these measures can be grouped into 

the following sub-groups: optimization of supply 

chains, cold ironing, route optimization, and 

optimized usage of infrastructure, all of which need 

to be considered in relation to the energy supply. 

2.4.1 Optimisation of supply chains  

The measures related to the supply chain can be 

grouped into the following sub-groups: trading 

network design, economies of scale, and port 

services. 

The design of the trading network, in terms of the 

number of vessels, size of vessels, and commercial 

speed, has an important impact on IWT emissions. 

Shipping companies must find solutions for fleet 

deployment from different perspectives. Another 

challenge is to determine the shipment frequency, 

shipment size, and schedules that need to be 

assigned to many constraint conditions.  

Cargo capacity utilization is another important 

consideration when designing capacity deployment 

in service networks. Trade demand may fluctuate 

owing to various factors, and shipping companies 

need to alter their service networks accordingly to 

achieve higher capacity utilization with the 

objective of minimizing costs and emissions. 

However, considering various factors such as 

freight rates, operations, ports, and logistical 

systems, there should be an optimal ship size and 

deployment for different trading routes.  

An efficient turnaround in ports results in more 

voyages or the same voyage number with a slower 

and more fuel-efficient sailing speed. Therefore, 

the time spent at the port significantly affects the 

operational costs, benefits, and level of energy 

efficiency. Reducing the time in the port and 

anchorage is an important consideration for 

reducing fuel consumption and ship emissions, 

which depends primarily on the operation and 

service of port terminals. Improvements in berth 

allocation planning, assignment, and scheduling of 

quay cranes; integrated planning to improve 

loading/unloading efficiency; and reduction of 

unproductive time through faster document 

processing and check procedures would lead to a 

reduction in energy use. 

2.4.2 Cold ironing 

Cold ironing is the practice of supplying shoreside 

electrical power to a ship at the berth, while its 

diesel generators are turned off. As shoreside 

electrical power can be from low-carbon or zero-

carbon energy sources, such as wind power, 

hydropower, solar power, or nuclear power, cold 

ironing is an important option for reducing 

shipping emissions. Although the fuel 

consumption while berthing at ports is a small 

proportion of the total energy consumption in the 

life of a ship, the overall benefits of cold ironing 

are significant because they simultaneously reduce 

emissions, toxic exhaust gas emissions, and noise 

pollution from ship berthing at ports, with benefits 

for the coastal ecosystem and the physical and 

mental health of people living nearby. In the future, 

cold ironing may also be used to recharge batteries 

as an energy source for the propulsion of vessels 

that have daytime operations and stay long in ports 

during the night. A clear example of this is the 

short-distance ferry operation. 

2.4.3 Route optimization 

Route optimization could be an overall name for 

the concept, as well as ship routing, scheduling, 

speed optimization, and trim optimization. More 

often, different kinds of optimization measures are 

currently used together and even combined with 

slow steaming, supply chain, and logistics to 

optimize energy consumption, thus reducing 

emissions.  

Ship routing and scheduling methods were initially 

employed to shorten distance, optimize time, 

improve safety, and reduce costs. Recently, they 

have become important focal points for energy 

efficiency and emissions reduction. The main 

objective of ship routing is to choose the route of 

minimized ship resistance (e.g., at low water 

conditions and narrow sections), waiting times for 

passing locks and bridges, and undesirable vessel 

disturbance by selecting calm weather conditions. 

However, ship scheduling also considers temporal 

aspects, that is, the time of cargo 

loading/unloading, sailing, bunkering and 

refueling, anchoring, and hoteling. The use of 

different energy sources implies that the 

optimization for routing and scheduling needs to 

consider not only the transportation flow, but also 

the energy flow. where and when to visit an energy 

facility, for example, a charging station or any 

energy supply location, by which the ship becomes 

part of the decision-making process. For routine 

shipping lanes, ship particulars, water level 

conditions, currents, and specific waterway 

dimensions on the route, service, and waiting times 

at bridges and locks are also considered.  
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2.4.4 IWT infrastructure  

Inland navigation can only function optimally if 

there is a new or existing infrastructure that is 

always navigable, properly maintained, suitable for 

use by existing and future fleets, and meets traffic 

needs.  

To enable quantification of opportunities and 

bottlenecks, new research should focus on shallow 

water effects and payload vs. draught, and account 

for squat, ambient currents, engine age, partial 

engine loads, and alternative energy carriers on a 

transport graph that contains information on depth, 

current, and IWT infrastructure. Linked to 

waterways, locks, bridges, terminals, and berth 

services should be considered to allow operational 

improvements and achieve realistic fuel usage. 

 

2.5 Fuel infrastructure for IWT 

 

The transition to ZE energy carriers for IWT 

requires the construction of new facilities and 

infrastructure that are necessary to support the use 

of alternative fuels. The IWT offers valuable 

opportunities for being close to land-based 

infrastructures and operating within a regulatory 

regime that is less complex than international 

shipping in terms of developing a sufficient 

network for clean energy (including electricity). 

An IWT can have better access to a dedicated 

network of fuelling locations (energy hubs). 

Simultaneously, the current technical regulations 

for IWT fuel infrastructure (CESNI/ES-TRIN) are 

more complex than international shipping (IMO).  

In addition, for the placement of a new fuel 

infrastructure, riverbank properties, including 

safety, should be considered.  

3. KEY CHALLENGES 

There is a stalemate where the ship owners ( 

demand) and energy producers ( supply) are not 

daring to commit to a solution for the future ZE 

energy carrier. Thus, the energy transition is at its 

core in terms of the uncertainty of the best choice 

for a future energy carrier. Looking at the best 

choice for a vessel within a given logistical concept 

leads to suboptimal patchwork of energy carriers. 

However, selecting a single carrier might be 

beneficial from the production and supply 

perspective, but not the overall best solution, as 

different vessel types will have different 

possibilities to adapt, depending also on their 

sailing profile and the type of business they are in 

(e.g., long-term contracts for fixed routes versus ad 

hoc spot-market-driven assignments). There is 

deep uncertainty surrounding the actual benefits of 

potential solutions (new energy carriers or 

powering options). All solutions are still in the 

demonstrator or single application phase, and not 

market-ready development. This means that their 

performance will improve in the future, and thus, 

no reliable selection can be made. Methods that 

consider this uncertainty in the transport chain, 

design, and retrofitting are required to address this 

issue. 

Second, there is a lack of coherent action or a clear 

vision towards the future. While only at the 

demonstrator level, each research project or pilot 

promotes its solution as the best option. Currently, 

research rarely looks beyond pilot projects and 

remains unaware of integration issues for other 

stakeholders in the sector. To alleviate this issue 

and reduce overall uncertainty, a broad approach is 

required. An action to integrate insights and bring 

together all types of stakeholders is required.  

Furthermore, there is insufficient uptake and use of 

available data. In the last decade, many new 

sources of data have been introduced (Satellite, 

AIS, Engine data), and it will become even easier 

to collect (and communicate) in the coming years. 

This could lead to an Industry 4.0 revolution, but 

currently, this data is only sparsely used. 

Unlocking these data to improve vessels and 

transport operations will empower the sector to 

improve its efficiency and sustainability.  

Next, the cross-sectoral transition toward a ZE fleet 

and the required development of cutting-edge 

green technologies in vessel design and equipment 

can be addressed. Such technology development 

projects involve formidable investments, the 

returns of which include high levels of technology, 

demand, and regulatory uncertainty. Faced with 

such uncertainty, companies should seek to form 

joint development alliances with other companies, 

academic institutions, non-profit organizations, 

and governmental bodies.  

Finally, and most importantly, there is a lack of 

economic incentive to go green. Except for 

operational measures, all further investments in 

lowering emissions and environmental impacts 

have not yet offered any return. Going green has 

become a feasible business model in other sectors 

(built environment, cars, and even food). As IWT 

is mostly a sector that deals with business-to-

business operations, it is further away from the 

consumer, and there is less pressure to go green. 

Cargo owners, such as Heineken and Ikea, need to 

take the lead in green transport and require 

effective incentives to support this movement. 

4. DESIGNING DIGITAL TWIN FOR ZE 

AND ROBUST IWT  

Evaluating the effectiveness of ZE policies, 

strategies, and technologies for emission reduction 
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and assessing the consequences of their 

implementation in the broadest sense of the inland 

shipping system is a challenging task.  

A data-driven virtual representation of the inland 

shipping system can be potentially used to assess 

the efficiency of the proposed solutions and capture 

the potential trade-offs of the interventions in the 

system. This digital twin can model the present 

system with all relevant components in a realistic 

manner, which can be validated using real-world 

data. Subsequently, future scenarios can be 

imposed on the digital twin, and the proposed 

intervention measures can be applied, based on 

which their effectiveness can be assessed. 

To speed up the transition and cover the remaining 

gaps in knowledge, an approach that considers the 

diversity of the inland fleet and its operators, which 

looks at the individual options for vessels at 

various time horizons, the interactions of vessels in 

the corridor, and the bunkering infrastructure, is 

required. An approach that is data-driven, not only 

from a technological or logistical perspective but 

also from a social perspective, that not only 

supports questions of ship owners, cargo owners, 

bunker operators, terminal operators, and 

policymakers but also brings the sector together for 

the discussion. This approach does not reinvent the 

wheel but aims to integrate knowledge from 

previous projects and projects on IWT and the 

energy transition that runs in parallel, providing an 

integrated living lab built on diligent research. 

Three aspects are regarded as vital components 

of the digital twin: individual ships, transport 

chains (logistics), and infrastructure (see Figure 3). 

The input from the community in terms of policies, 

current pilots, and data is the key to developing a 

digital twin. The questions identified by the 

community can be answered through the 

development of a multilevel digital twin in 

scientific development. This digital twin consists 

of the lowest level of heterogeneous agents 

representing individual vessels to study the 

potential of measures at the vessel level. A 

combination of these agents forms traffic at the 

corridor level and can be used to study more 

complex interactions and the resulting 

environmental impact. In addition, transport and 

energy infrastructure models allow the 

investigation of policies, business concepts, and 

more strategic actions at the highest level. This 

complex model and community are supported by 

data collected from open sources, project partners, 

and dedicated experiments. This leads to a holistic 

approach, which means that the entire transport 

chain will be considered. 

 
Figure 3: A schematic representation of the interaction 

between the individual ships, the transport chains 

(logistics), and the infrastructure in the Multi-Level 

Digital Twin. 

As the main aspects of a digital twin span 

various scales, ranging from a single vessel to an 

entire infrastructure network, an agent-based 

approach can form the basis of a digital twin. 

Consequently, potential interventions can be 

considered, ranging from the application of new 

technologies to individual vessels to policy 

measures implemented for an entire shipping 

corridor or various bunker infrastructure strategies 

in the network. Additionally, the impact of the 

implemented interventions can be evaluated at any 

desired scale, ranging from the individual ship 

level, for example, its emissions or travel time, to 

the network level, for example, the aggregated 

emissions in an entire area, or the impact on the 

logistics chain.  

The first attempt to make a prototype of a digital 

twin for nautical and port traffic and transport was 

made by the “Digital Twin Vaarwegen,” which 

used a fairway information system as the digital 

representation of the fairways, particularly of the 

Rotterdam-Duisburg corridor. An agent-based 

approach was used to model the vessels in the 

fairway network. This digital twin provides 

insights into the performance of several fleet 

operation strategies in terms of fleet occupancy on 

one hand, but it can also be used to evaluate the 

impact of water discharge variations on operational 

performance, important emission hotspots, and 

zoom-in, providing insights into the underlying 

causes. 
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Using an agent-based approach in a digital twin, 

the relevant processes at the individual vessel level 

can be modeled in detail, and their performance can 

be tracked in time and space. The agents operate on 

a graph consisting of nodes and edges that 

realistically represent the Dutch/European fairway 

network. Fairway characteristics were derived 

from the Dutch fairway information system 

(“Vaarweginformatie”). The developed basic 

infrastructure provides a necessary foundation for 

multilevel digital twins. The concrete theme for the 

multilevel digital twin can be focused on the 

interaction between nautical traffic-related 

emissions and user functions. Direct triggers 

motivating the need for this twin appear at 

operational, tactical, and strategic timescales: 

• Operational: The localized spread of 

emissions is a health concern in port cities. 

Research on road traffic and fine dust is currently 

underway. We aim to extend the current 

approaches by linking them to nautical traffic. 

Based on operational vessel data (e.g., AIS data 

and engine rates), estimates can be made of energy 

use, fuel consumption, and emissions, close to real 

time. We aimed to develop algorithms for 

generating emission patterns (specified in space 

and time). These patterns can be crosschecked by 

measuring various emissions. This research can be 

used to make navigation more sustainable and can 

be an important input for policymakers. 

• Tactical: An important part of nautical traffic 

and its emissions is driven by the need to move 

freight. Transport and handling services are 

provided by transport and terminal operators, and 

the planning of associated operations has the 

potential to manage localized emissions. For 

example, emissions are capped in time and place, 

thereby constraining planned operations. The 

findings in the operational arena will inform the 

management of localized emissions by adaptive 

planning, which will need to be a collaborative 

effort by transport and inland terminals, whether on 

the inland waterway side or the land side. 

• Strategic: A major development concern for 

ports is the restriction of emissions on port 

expansion and development. Simulation 

algorithms for predicting shifts in emissions 

associated with port development and comparing 

them with current emission patterns should be 

developed. By including developments in 

scenarios, such as engine developments, 

autonomous vessels, and traffic management 

measures, we can generate insight into the extent to 

which new developments contribute to future 

emission patterns. 

 

 

4.1 ZE ship 

The challenges surrounding emission 

minimization for IWT can be addressed in the 

digital twin, starting from the ship perspective. The 

digital twinning hereby brings together new 

insights into the role of the digital/cyber ship 

aspects (ship digitization, communication, and 

decision making) on the one hand, and the link to 

the physical ship aspects (new alternative fuels, 

engines, ship designs) on the other.  

To improve the vessel agent and vessel fleet 

behaviors, the important role that digitization and 

communication technology will have in improving 

the operational emission profiles of the future 

vessel fleet should be addressed. With the advent 

of more accurate information from a more diverse 

range of sources (onboard ships, as well on the 

infrastructure side) [16], and ease of 

communication between different transport chain 

systems, it becomes important to consider what 

information is needed where, when, and at what 

level of accuracy. This needs not to be considered 

only from a general efficient navigation 

perspective, but especially with an integrated view 

of sustainability and operational emission profile 

optimization. This is important in addressing both 

the enhancement of navigation systems onboard 

existing ships (‘digital retrofitting’) and when 

considering design choices for the next generation 

of (newly built) ships. A key challenge is to 

consider emission profiles in trade-off with levels 

of ensuring alignment with expectations regarding, 

for example, arrival times and other indicators for 

ship quality of service. As such, this task will result 

in new methods for emission-minimized ship 

decision-making (navigation, power, and energy 

management). The overall methodology pursued 

here is based on the model predictive control 

concept [17]. In this concept, links between digital 

twin representations of a ship and corridor 

dynamics and reduced-order mathematical 

representations thereof are encapsulated inside a 

rolling horizon framework to optimize set 

performance objectives. In addition to the 

individual (single-agent) ship control perspective, 

specific attention is given to the distributed (multi-

agent) fleet management perspective, in which 

ships make use of shared information (e.g., for 

emission-minimized collaborative navigation).   

Three different situations can be considered for 

digital twinning: current ships sailing on diesel, 

new ships starting on diesel but converting to green 

energy in the future, and ships built specifically for 

a single green fuel. Some degree of modularity is 

seen by many as the best option to deal with this, 

and MBSE has been shown in Aerospace and Car 

manufacturing to support this. However, a ship is a 
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much more integrated system in which the 

performance of subsystems can only be evaluated 

once the design is complete. The Dynamic 

Alternative Policy Pathways [18] will be used as a 

measure to deal with uncertainty in combination 

with Model-Based Systems Engineering [19] to 

deal with the modularization of the layout together 

to ensure the layout optimality of retrofitted, 

future-ready, and future ships. This will not be 

possible without the use of Artificial Intelligence 

principles in layout generation and assessment. 

 

4.2 ZE logistics 

 

A logistics digital twin model should be 

developed for strategic, tactical, and operational 

decisions for integrated logistics and energy 

systems based on various constraints and 

requirements. In particular, when a hybrid fleet 

using a variety of energy sources is deployed, 

challenging decision-making problems arise. The 

transition toward a ZE fleet and development of the 

corresponding energy distribution infrastructure 

not only requires an integrated design, planning, 

and execution, but also repositioning of several 

organizational strategies of the parties involved, 

and realignment of relationships between those 

parties.  

At the strategic level, the integration and 

matching of viable ZE logistics systems and ZE 

energy systems deal with network design; the 

adaptations required for both the terminal and fleet 

towards ZE energy carriers. Gradual stages of 

adaptation should be considered to increase 

support for new energy carriers. Although studied 

for trucks and ships, the gradual adoption of 

multiple possible energy sources at the transport 

chain or network level remains understudied.  At 

the tactical level, the service frequency and 

scheduling are also affected by the choice of ZE 

energy carrier. New carriers may change the 

number of transport types required to operate parts 

of the network, and the alignment of cargo and 

energy needs is required. Although a 

heterogeneous fleet has been studied [20], the 

consideration of energy in these problems 

introduces new challenges that will be addressed 

here. Finally, at the operational level, the routing of 

the vessels and the required energy distribution, 

which involves the swapping and charging of 

container batteries or fuel bunkering operations, 

must be decided in a similarly integrated way. In 

particular, ZE energy swapping options, such as 

battery containers, integrate a second cargo stream, 

including empty container repositioning [21], into 

the routing, requiring optimization of charging-

related decisions [22] for a fleet. To our 

knowledge, integral decision support for 

intermodal transport and energy systems with 

multiple energy sources has been studied only 

sparsely and requires further modeling. 

The interplay between demand and supply is an 

important factor for leveraging these uncertainties. 

Pricing not only leverages the supply and demand 

of transportation capacity, but also for energy 

supply. Integral pricing models that incorporate 

these aspects have received little attention, 

especially in the context of synchromodal 

transportation, and require further research. Instead 

of purchasing expensive assets and forcing a buy-

in into a specific design and energy technology, 

innovative financing models need to be introduced 

that allow MSEs to purchase options on assets 

managed as a portfolio. This relates to investment 

in a green fleet of vessels, which is considered from 

a technological perspective. In addition to 

technology and the market, regulations also play an 

important role in the transition to a ZE IWT. 

Market parties are calling for regulations that 

support forerunners, and governments are 

progressing such regulations, but there are risks 

that regulations also have rebound effects. 

Therefore, new business models in the IWT 

ecosystem are challenged to address the 

technological, market, and regulatory 

uncertainties. Requiring new chartering and 

greening options that reap the benefits of new 

technologies and market opportunities addresses 

the uncertainties at hand to be developed.  

To achieve ZE IWT, technology alliances will 

most likely involve cross-sector partnerships, such 

as partnerships among companies and academic 

institutions that have very different objective sets 

as well as organizational processes and norms. 

Since alliances involve separate independent 

institutions, they require significantly more 

coordination than internal R&D projects. 

Furthermore, the complete alignment of partner 

incentives is hardly achieved, which makes full 

cooperation unlikely. In this case, parties tend to 

follow their private benefits even when they are 

contradictory to common objectives. The benefits 

and inherent disadvantages of alliances have 

spurred research into the determinants of alliance 

performance. For instance, formal and informal 

governance, trust, re-evaluation and re-adjustment, 

partner similarity, and alliance experience play 

important roles in fostering alliance performance. 

However, little is known about inter-partner 

cooperation when alliance benefits involve a mix 

of commercial gains and social responsibility. In 

other words, the question remains whether 

alliances in green technologies perform worse than 

alliances in technology development for purely 
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commercial motives. To address this, data on 

technology development projects by leading-vessel 

builders should be collected.  

 

4.3 ZE fuel infrastructure 

 

To pave the way for a transition to ZE fuel 

infrastructure, it is crucial to develop knowledge at 

the infrastructure level (e.g., for the functional 

design and first-order dimensioning of individual 

bunkering stations) and at the network level (e.g., 

to understand the interactions with upstream 

energy flow and downstream transport behavior). 

Connecting the infrastructure level to the network 

level requires practice-oriented insights into the 

present energy demand and realistic perspectives 

on potential future energy demand [23], [24].  

A promising and widely used starting point is to 

estimate the resistance experienced by vessels 

traveling over the network, for example based on 

the Holtrop and Mennen approach [25]. This 

resistance can be used to estimate the power that 

must be provided by a ship's engine. Empirical 

relationships are available to translate this power 

into fuel use and emissions. This enables the 

estimation of network-wide energy-use footprints 

as a function of time and space.  

To enable the quantification of opportunities, 

bottlenecks, new policy perspectives, and new 

sustainable business models, the traditional method 

of Holtrop and Mennen needs to be expanded. 

Recent research [26], [27] developed a method that 

includes the latest insights into shallow water 

effects [28] and payload vs. draught [29], and can 

account for squats, ambient currents, engine age, 

partial engine loads, and alternative energy carriers 

on a transport graph that contains information on 

depths, currents, and infrastructure (such as 

bridges, locks, etc.).   

Key questions regarding the ZE fuel 

infrastructure include where bunkering stations 

should be positioned and their capacity (both in 

terms of the total amount of energy to be supplied 

and in terms of desired service levels/allowable 

waiting times). Several associated knowledge gaps 

need to be addressed: How can the required 

bunkering capacity be translated into space 

requirements? What safety zones should be 

accounted for when designing infrastructure for 

different energy carriers? What are the suitable fuel 

loading concepts and how will these affect the 

network performance (tank-to-tank)? To what 

extent can new energy carriers be integrated into 

the existing infrastructure, or is a separate 

infrastructure required? etc.  

To evaluate the wider feasibility of the new 

bunkering infrastructure, it is important to connect 

it with upstream energy flow models, downstream 

transport, and logistic models. An upstream energy 

flow model will reveal (changes in) the overall 

energy flows (well-to-tank), following the 

selection of a specific mix of alternative fuels 

combined with future transport scenarios. In 

practice, decisions for alternative energy carriers 

may typically be taken up (e.g., when a vessel 

owner or fleet operator sees certain advantages of 

a given solution). Recent developments in the 

global energy market have revealed that it is also 

important to have a top-down and long-term view 

of how much energy is required and from where it 

will be sourced. Downstream transport and logistic 

models are important to show how alternative 

energy carriers and energy conversion systems 

affect the performance of the transport chain. What 

is the impact of alternative energy carrier/energy 

converter solutions on the range, speed, and 

maximum payload of vessels (tank-to-wake)? How 

will alternative energy carrier/energy converter 

solutions affect the competitiveness of the IWT 

mode compared with other transport modes, as 

well as alternative transport corridors? 

Practice-oriented methods should be provided 

to design zero-emission bunkering infrastructure, 

such as bunker locations (well-to-tank) and first-

order functional designs of bunker facilities (tank-

to-tank), as well as upstream energy flow 

consequences and downstream transport and 

logistics performance (tank-to-wake).  

The investigation of ZE fuel infrastructure 

includes vessel transportation behavior in time and 

space, transport capacity and frequency, tank 

volume, vessel and route combinations, trade flow, 

handling capacity and time for bunkering 

sustainable fuel, and fairway information (depth, 

water flow, wind, wave, locks, bridges, etc.). The 

digital twin model for ZE fuel infrastructure should 

be able to simulate two-way traffic in waterways 

and output energy consumption and ZE fuel 

demand for different routes. The refueling point 

density can be determined based on the sailing-

range capacity of the vessel. 

5. CONCLUSIONS  

A number of strategies and technologies are 

available for reducing emissions from inland 

waterway transport (IWT). The main strategy for 

achieving a ZE IWT is the use of alternative energy 

carriers with a lower well-to-wake carbon 

intensity. Other ship- and logistics-related 

measures had a smaller impact than alternative 

energy carriers. However, these measures are 

important to achieve robust energy consumption 

during the transition to ZE fuels. 
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There is deep uncertainty surrounding the benefits 

of alternative energy carriers and ZE technologies. 

A data-driven virtual representation of an inland 

shipping system can potentially be used to assess 

the efficiency of the proposed solutions and 

strategies. This digital twin can model the present 

system with all relevant components in a realistic 

manner, which can be validated using real-world 

data. The input from the community in terms of 

policies, strategies, and data can be processed by 

the digital twin, and the proposed intervention 

measures can be applied to assess their 

effectiveness. 

The multi-level digital twin model for the ZE IWT 

should be developed for strategic, tactical, and 

operational decisions for integrated ships, logistics, 

and fuel infrastructure. This will have important 

implications for the management of technology 

development projects that involve a mix of 

commercial, environmental, and social objectives. 

Decision-makers on technology investments will 

exercise better judgment in the design and 

governance of technology development projects. 
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Abstract 
A key challenge in the energy transition for Inland Water Transport is the functional design of bunker networks and first-

order dimensioning of individual bunker stations. A fundamental ingredient for this is an improved understanding of how 

upstream energy supply (‘well-to-bunker-station’) and downstream demand (‘bunker-station-to-tank’) may interconnect.  

In this paper we discuss an approach to the design of bunkering networks that takes logistic modelling to estimate network 

scale energy demand as a starting point. Depending on the vessels that use the network and the anticipated fuel mix for 

the overall fleet, logistical modelling may be used to estimate the magnitude of the energy demand along the network. 

Estimates of the operational range of vessels per energy carrier help to estimate maximum bunker station inter-distances. 

Insight into the potential supply chains that connect the source of each energy carrier to a physical bunker facility is 

needed to close the loop. Energy carriers may be needed on board in a gaseous or liquid form, or in the form of electrons. 

Transfer may take place in the form of loading (e.g., filling the fuel tank, charging the battery pack) or swapping (e.g., 

exchanging fuel containers, exchanging battery containers). Depending on the energy carrier, transfer method(s) and 

demand quantities, functional designs of bunker stations (in terms of required system elements and their order-of-

magnitude dimensions) can be made. Depending on service level requirements both the dimensions of individual bunker 

stations and their spread over the network may be optimized. Key contribution of this work is a thorough overview of 

aspects that play a role in the design of bunker infrastructure for the decarbonisation of inland shipping. Based on this 

overview steps for further research are recommended.  

 

Keywords: Inland Water Transport, Bunkering, Well-to-Bunker-Station, Bunker-Station-to-Tank. 

 

1. INTRODUCTION 

In line with the Climate Act and Paris 

Agreement, representing significant global efforts 

to combat adverse impact of climate change 

through mitigation, governments are actively 

working towards reducing greenhouse gas 

emissions to ensure a global temperature rise below 

2ºC by 2030 [1]. In this regard, a commitment to a 

sustainable future includes a shift from fossil fuels 

to more clean and renewable energy resources. 

Inland shipping is a promising sector for reducing 

emissions in transportation, exhibiting higher 

energy efficiency and lower pollutant emissions 

compared to road or air transport. With the 

promotion and expansion of inland shipping, 

countries can leverage its potential to mitigate the 

environmental impact of transportation and carbon 

emissions. Furthermore, this shift can alleviate 

road congestion and reduce dependence on long-

haul trucking, further aiding in emissions 

reduction. 

Exploiting renewable resources as alternative 

fuels presents several challenges. One key 

challenge involves the construction of new 

facilities and infrastructures necessary to support 

the use of alternative fuels. This endeavor often 

requires significant investment, both in terms of 

financial resources and planning efforts. It involves 

establishing charging or refueling stations, 

upgrading existing ports and terminals, and 

adapting vessels to accommodate new fuel and 

propulsion systems. These considerations are 

closely intertwined with the Supply Chain Network 

(SCN) of bunkering, playing a crucial role in 

understanding the flow of fuels, associated costs, 

and other influential factors that contribute to the 

success of the network. 

In order to achieve optimal network planning, 

strategic considerations play a crucial role. These 

considerations include factors such as the number, 

location, capacity levels, and technology employed 
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in network facilities. These aspects directly impact 

the efficiency and responsiveness of the network. 

Designing bunkering infrastructure for inland 

shipping within a supply chain involves 

determining the location of bunkering facilities and 

devising strategies for fuel supply from resources 

to production locations, then to bunkering 

infrastructure, and finally connecting to 

downstream vessels. The choice of the location, 

capacity, and the type of bunkering are controlled 

by factors such as demand congestion, the amount 

of demand, the state of the waterway, the state of 

the fleet from the downstream side and the 

production, distribution, and resource locations 

from the upstream side. Availability and 

accessibility of alternative fuels, the feasibility in 

terms of production, distribution, the adequacy of 

supply facilities, and safety regulations are also of 

paramount importance.  

The extensive literature on the location of 

bunkering infrastructure for different fuel types is 

noteworthy. However, it is crucial to highlight that 

these studies frequently overlook the condition of 

waterways and fleets in their analyses. 

Additionally, many of these studies tend to 

exclusively focus on a single fuel type, which 

limits their ability to offer comprehensive insights 

for future planning and decision-making processes. 

In 2022, Vilchez [2] conducted a comprehensive 

examination of the ongoing initiatives in Europe 

aimed at mitigating greenhouse gas emissions 

arising from navigation activities. Their focus was 

on the deployment of low- and zero-emission 

vessel technologies, with particular attention to 

alternative fuels such as electricity, hydrogen, and 

natural gas. The study also identified a range of 

policy measures and research and development 

actions put forth by European governments to 

facilitate these environmental efforts. In 2021, 

Grosso [3] assessed European research and 

innovation projects using the TRIMIS system and 

highlights the need for a combination of 

innovations to achieve carbon reduction goals. 

These potential innovations include lightweight 

materials, hull repair methods, wind-assisted 

propulsion, engine efficiency, hydrogen, and 

alternative fuels, emphasizing both technological 

and non-technological solutions to mitigate 

environmental impacts. Moreover, Prussi [4] 

explored the maritime industry's environmental 

concerns and its transition towards alternative fuels 

to meet decarbonization targets. This study 

proposed sector segmentation to assess fuel 

consumption and availability in Europe, 

highlighting factors like cost, GHG savings, safety 

regulations, and infrastructure reliability play vital 

roles in fuel adoption. Amaph [5] utilized 

bibliometric analysis to examine research trends in 

cleaner alternative marine fuels for reducing 

emissions in the shipping industry. He believed 

that the research field is growing significantly, with 

the USA as a major contributor, and Liquified 

Natural Gas being the most studied alternative fuel. 

However, recent trends indicate increased attention 

to methanol, ammonia, and hydrogen fuels, 

offering insights for future research on shipping 

industry decarbonization. Additionally, 

Moirangthem [6] highlighted the importance of 

alternative fuels in reducing emissions in the 

marine transport sector, driven by MARPOL 

regulations and stricter emission standards. Their 

report provided an overview of various alternative 

fuels, including methanol and LNG, while 

addressing sustainability and safety concerns. 

Furthermore, the report suggested the development 

of testing standards and policies to further promote 

the adoption of cleaner fuels in the shipping 

industry. 

A comprehensive understanding of the 

upstream and downstream components of the SCN, 

along with the interdependencies, enables more 

efficient infrastructure planning. By connecting 

infrastructure and network levels, stakeholders can 

better respond to current energy needs and 

anticipate future demand, thereby facilitating a 

smoother transition to alternative fuels.  

Considering the importance of inland shipping 

and connecting the upstream and downstream of 

the supply chain network, this paper examines 

three different forms of fuel (i.e., liquid, gaseous, 

and electricity) in order to demonstrate the 

challenges faced in developing the SCN of 

bunkering infrastructure for various kinds of fuel. 

Furthermore, a comprehensive assessment of the 

respective supply chains is presented. By analyzing 

the upstream and downstream elements, the paper 

aims to provide a comprehensive understanding of 

the complexities involved. Then, the challenges 

associated with considering the use of these 

alternative fuels in inland shipping are discussed, 

allowing for a realistic appraisal of the situation. 

Finally, the paper concludes with 

recommendations based on the findings, 

highlighting potential strategies to overcome the 

identified challenges and accelerate the transition 

towards sustainable inland shipping.  

2. FOCUS ON THE SUPPLY SIDE 

To gain a comprehensive understanding of the 

bunkering infrastructure, it is crucial to delve into 

the upstream side of the fuel SCN for inland 

shipping. This involves focusing on bunkering 

infrastructure located at terminal stations, which 

act as vital links between the upstream and 
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downstream parts of the fuel supply chain. For a 

fuel type to be made available to inland shipping, 

important decisions (and investments) need to be 

made in the upstream supply chain to facilitate 

adequate supply. To analyze the upstream part of 

the fuel SCN for bunkering, it is essential to 

consider the feedstock and raw materials of 

alternative fuels, suppliers, and the distribution 

between different parts of the supply chain. Zero-

emission fuels predominantly depend on renewable 

energy sources for production, including solar 

power, wind energy, hydroelectric power, 

geothermal energy, and biomass. The availability 

of resources, scalability, accessibility, 

sustainability, and the feasibility of production are 

crucial factors to be considered. Additionally, 

resources capacity, regulations, and safety issues 

should be considered. 

The environmental impact of alternative fuels 

also holds significant importance. Zero-emission 

fuels must exhibit minimal to no emissions of 

greenhouse gases throughout their entire life cycle, 

including extraction, production, distribution, and 

utilization. It is necessary to consider the total life 

cycle emissions of a particular fuel, including 

indirect emissions from upstream processes. The 

energy density is also an important factor to 

consider. Fuel with a higher energy density allows 

for longer sailing ranges and reduces bunkering 

frequency, making it more desirable for use. 

Existing infrastructure and compatibility with 

current vessels and engines are other key 

parameters that should be identified. The shift to 

alternative fuels may require substantial 

investments in infrastructure both economically 

and technically, comprising investments in 

refueling stations, bunkering equipment, charging 

points, distribution facilities, storage facilities, 

supplier plant as well as modifications to vehicles 

and engines.  

Alternately, government policies, incentives, 

and regulations are of paramount importance in 

promoting the widespread adoption of zero-

emission alternative fuels. By implementing 

supportive policies, governments can stimulate 

investments, research, and development in 

alternative fuels, while fostering a favorable 

market environment 

Furthermore, it is critical to consider economic 

viability of alternative fuels. Assessing the cost of 

production, distribution, and utilization of fuels is 

crucial in determining competitiveness on the 

market. Factors such as economies of scale, 

technological advancements, and market demand 

control fuel cost-effectiveness. 

Fuel suppliers also play a crucial role in the 

SCN of bunkering infrastructure for inland 

shipping. A well-established infrastructure for 

procuring, storing, and distributing the required 

fuels, meeting the demands of inland vessels, 

should be available. In terms of fuel procurement, 

suppliers engage in sourcing fuels from diverse 

sources, establishing relationships with fuel 

producers to ensure a reliable supply. The 

production technology used to convert feedstock 

into alternative fuels should be efficient, scalable, 

and environmentally friendly. Different 

technologies are utilized based on the type of fuel 

involved. For example, biofuel production involves 

fermentation or chemical processes, while 

hydrogen production relies on electrolysis. Storage 

facilities and infrastructure should be maintained to 

store and handle the fuels. These facilities typically 

consist of large tanks or storages designed for 

storing different types of fuels. The infrastructure 

includes systems for fuel quality testing, blending, 

and customization based on customer 

requirements. Suppliers manage the logistics and 

transportation aspects of fuel delivery from 

resources to plants or from storage to bunkering 

terminals and vessels. They coordinate the 

movement of fuel through various modes of 

transportation, such as pipelines, train, trucks, 

trailers, container trailers, cables, or dedicated fuel 

barges, depending on the fuel types. If production 

sites have access to either inland or seaports, 

choosing short sea or inland waterway 

transportation can be a cost-effective and 

environmentally friendly choice. Alternatively, 

truck transportation is a flexible option with 

excellent connectivity, particularly suitable for 

smaller ports that lack multimodal connections to 

the hinterland. Even though pipeline transport does 

not currently appear to be viable for all fuel types, 

it should not be ruled out as an option. It might be 

a good business case to build one. 

Efficient logistics planning and optimization of 

transportation routes are essential to ensure timely 

and cost-effective fuel delivery. It is important to 

note that the costs incurred by fuel suppliers in their 

SCN can affect the price of fuel at bunkering 

stations. The capital and operational expenditures 

encompass various components, including supply 

costs, distribution costs, construction costs, 

maintenance and operational costs, handling costs, 

inventory costs, shortage costs, raw material prices, 

and fuel prices.  

Suppliers of alternative fuels can be categorized 

as centralized or on-site. Centralized suppliers 

utilize existing infrastructure, while on-site 

suppliers are employed in situations where 

distribution is impractical or expensive, or when 

building a plant incurs significant investment. On-

site suppliers ensure fuel accessibility and 
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convenience for vessels by establishing an 

adequate number of production sites near stations. 

This paper examines three types of fuels based 

on their physical appearance: gaseous, liquid, and 

electricity. The assessment of the technological 

feasibility of a fuel SCN is vital to determine the 

viability of each fuel type. It is important to note 

that zero-emission fuel alternatives, such as green 

hydrogen, electric batteries, biofuels, and 

methanol, have distinct infrastructure 

requirements. To ensure efficient implementation 

of the necessary bunkering infrastructure, it is 

crucial to analyze the SCN for each type of fuel. 

2.1 Gaseous fuels 

Figure 1 illustrates the Green Hydrogen supply 

chain, which involves the process of electrolyzing 

water using electricity that could be derived from 

renewable sources such as wind farms, solar 

panels, hydropower, biomass energy, geothermal 

energy, or tidal energy. To enable this process, 

electrolyzing plants need to be constructed. The 

feasibility of establishing these expensive plants 

depends significantly on the availability and 

accessibility of natural resources [7]. 

The output of the electrolysis process is 

hydrogen gas, which has a low energy density and 

occupies a considerable amount of space. 

Therefore, specialized storage technology is 

required to facilitate its storage. Gas can be 

transferred through pipelines, trailer trucks, or 

swappable containers. Pipelines are suitable for gas 

and liquid forms but require high levels of safety 

measures and initial investments in materials. It is 

important to note that if the distance between the 

stations and plants is significant, the cost of 

pipeline construction and maintenance increases 

due to the amount of material needed. However, 

pipelines are more convenient for distribution and 

provide significant capacity [8]. 

Gas trailers or swappable containers have lower 

initial costs compared to pipelines since they do not 

require additional infrastructure. However, they are 

typically used for short-term storage and rely on 

road infrastructure, which can increase hazards on 

the road. When using swappable containers, it is 

crucial to consider container dimensions, 

equipment for container displacement (such as 

cranes) to ship, loading and unloading times, and 

charging schedules. Station facilities should be 

designed to accommodate the containers 

adequately or provide specific storage facilities if 

containers require special handling properties. 

Additionally, optimizing the timing of distributing 

container transfers to charging facilities and 

charging time minimizes waiting times and 

network shortages. 

Different storage and charging facilities can be 

constructed near stations, plants, or even between 

plants and stations. The choice of capacity of these 

facilities depends on the pressure and temperature 

requirements for storing gaseous fuels. Direct 

dispensing of this fuel to ships requires high-

pressure compressors, and temporary storage 

necessitates low-pressure buffer storage. 

Bunkering operations can be carried out using 

hoses from gas trailers, storage facilities, or fuel-

containing trucks. 

The main challenges associated with gaseous 

fuels include the production or supply risks from 

limited renewable resources, the need for sufficient 

bunkering infrastructure and suitable ports, the 

relatively low energy content and price volatility 

influenced by the upstream part of the SCN.  

2.2 Liquid fuels  

Figure 1 also illustrates the fuel SCN of liquid 

hydrogen, which is obtained through the 

liquefaction of gaseous hydrogen and offers 

improved energy density compared to its gaseous 

form. Currently, there is a scarcity of infrastructure 

for liquefaction plants, making it economically 

impractical due to the high fuel costs until the 

installation of such facilities begins. Liquid 

hydrogen resembles LNG (liquefied natural gas) 

and holds promise for mid-term applications. Its 

transportation can be achieved through specialized 

liquid trucks that account for boil-off losses, 

Options

Figure 1 Green hydrogen supply chain network 
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necessitating the construction of dedicated 

facilities at a high cost. Bunkering operations can 

be conducted using hoses connected to trucks, 

fixed stations, or even bunker barges. 

Biofuel is a liquid fuel, depicted in Figure 2, that 

can be derived from various sources including 

natural gas, gasified biomass, renewable sources 

(such as residual plant and animal fractions), and 

rapeseed oil. It offers several advantages as an 

alternative fuel. Firstly, it is non-toxic to humans 

and the environment. Secondly, there are no 

specific policies governing its usage, and finally, 

the infrastructure changes required for 

implementing biofuel usage are relatively minor, 

with costs negligible compared to other alternative 

fuels, making it a convenient option for replacing 

traditional fuels. However, it is important to note 

that biofuel is not a completely emission-free 

solution and only reduces greenhouse gas (GHG) 

emissions by approximately 60% [9]. 

It is similar to diesel/gasoil, and primarily 

utilized in heavy road vehicles. It exhibits 

comparable energy density and storage 

characteristics to diesel fuel. Storage of biofuel is 

recommended at ambient temperature and 

atmospheric pressure. In terms of energy density, 

viscosity, volume, and refueling time, biofuel is 

comparable to other alternative fuels. 

Currently, bunkering operations for biofuel can be 

conducted using trucks or direct drum 

transfers.  There are, however, several challenges 

associated with biofuel usage. Ensuring long-term 

availability is one such challenge, as well as 

addressing competition between transportation 

modes and other industrial sectors. Additionally, 

the production rate of biofuel is relatively low, and 

it still contributes to emissions. Consequently, 

biofuel is considered a transitional fuel rather than 

a zero-emission solution. 

Figure 3 presents an overview of the Methanol 

supply chain, which is more widely available 

compared to hydrogen and electricity. Methanol 

can be produced through four primary pathways: 

grey methanol (derived from fossil sources), bio 

methanol (obtained from wet biomass), carbon-

recycled methanol (generated from fossil-based 

solid waste through gasification), and e-methanol 

(produced using green hydrogen and carbon 

sources). To achieve future greenhouse gas (GHG) 

targets, the transition to carbon-neutral fuels like 

bio-methanol and e-methanol is crucial. However, 

during the ongoing shift to methanol-based 

maritime transport, grey methanol may still be 

necessary in the short-term and medium-term. 

The infrastructure costs associated with 

Methanol are comparable to diesel/gasoil and 

lower than other alternative fuels. It can also be 

used in various applications with minimal 

modifications. Methanol distribution can be carried 

out by train, which is cost-effective; trailers, 

although expensive and suitable for low volumes 

and short distances; barges; and pipelines, which 

are suitable for transporting large volumes and 

offer energy and cost efficiency during operation. 

Bunkering options for Methanol include ship-to-

ship, shore-to-ship, and truck-to-ship methods. 

Currently, these methods are available for ferries in 

inland shipping, but they face challenges such as 

limited demand, high costs, and inadequate 

infrastructure [10]. 

While methanol does not face significant 

technological barriers and is considered a climate-

neutral fuel, one of the main challenges is the high 

cost of producing methanol from renewable 

resources. Additionally, methanol has a lower 

energy density compared to gasoil and diesel, and 

it also exhibits higher toxicity. Furthermore, it 

requires more frequent bunkering stops compared 

to conventional fuels. 

2.3 Battery Electric 

Figure 4 illustrates a battery electric supply 

chain, which offers a lower energy density 

compared to diesel and gasoil, making it suitable 

for short-distance transportation. The charging 

stations within this chain should be capable of 

serving vessels with distances up to 100 km. There 

are two types of vessels that utilize batteries: fixed 

battery vessels and vessels with exchangeable 

batteries.  

For fixed battery vessels, the charging time and 

capacity of the charging points are crucial factors. 

Therefore, charging facilities should be available at 

the stations to accommodate these requirements. 

The majority of vessels are charged during 

midnight hours, and the charging points should be 

located near the electricity grid. However, 

Options

Figure 2 Biofuel supply chain network 
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distribution is necessary in areas without grid 

congestion. It is also possible to consider 

modifying the grid if necessary vessels with pre-

installed electric batteries can be charged either 

through a cable or by induction. 

Alternatively, exchangeable power packs or 

swappable batteries can be employed, which offer 

benefits such as time savings, reduced potential 

loss of revenue, and lower initial investment for the 

shipper. However, the infrastructure cost 

associated with exchangeable power packs is high, 

with limited economies of scale, requiring the 

development of entirely new infrastructure. 

Currently, this approach is restricted due to certain 

drawbacks, including longer charging times and 

time-consuming processes. The existing capacities 

do not support long or medium routes, 

necessitating a significant amount of power. While 

the risk of battery fires is generally low, if they 

occur, they can lead to significant issues. 

3. FOCUS ON SPECIFYING DEMAND 

In order to identify suitable locations for 

bunkering infrastructure for zero-emission inland 

shipping, it is crucial to conduct an analysis of the 

demand for alternative fuels. This analysis entails 

evaluating the current and future traffic flow 

requirements of vessels operating on inland 

waterways. By understanding patterns of demand, 

planners can prioritize the placement of bunkering 

facilities along specific waterways or regions. The 

placement of refueling points is determined based 

on the minimum sailing range of the representative 

fleet in the corridor. This ensures that all types of 

ships in the corridor can reach the next refueling 

point, with the maximum distance between two 

refueling points not exceeding this minimum 

range. 

Estimating the required capacity of each 

refueling point can be done by considering the total 

energy consumption at various time scales, and the 

allocation of energy supply can be based on the 

direction of energy consumption. Accurately 

quantifying the energy demand for the entire route 

and corridor network necessitates reliable 

estimation of energy demand, taking into account 

variations in sailing conditions such as water depth, 

which affect energy demand [11]. It is also 

important to examine the potential effects of 

alternative fuels on a vessel's sailing range, payload 

capacity, and sailing velocity. Accordingly, if the 

sailing range is the only aspect impacted, the 

primary effect on transport efficiency would be an 

increased frequency of bunker stops. On the other 

hand, if the range remains unchanged but the 

payload capacity is affected, the main impact on 

transport efficiency would be the need for more 

trips to transport the same cargo volume [12]. 

Additionally, factors such as vessel types, their 

energy requirements, and the anticipated growth of 

the shipping industry should be taken into 

consideration. Two commonly used methods for 

estimating global bunker demand are the top-down 

and bottom-up approaches. To estimate energy 

consumption, information on transport demand 

(including volumes, origins, and destinations), 

waterway network conditions (such as water 

depths and currents), and fleet characteristics (such 

as composition and engine ages) is necessary. 

Vessel resistance algorithms can be utilized for this 

estimation [13-16]. 

Algorithms for energy consumption 

calculations, both at the individual ship and 

corridor network levels, have been implemented in 

the Python package OpenTNSim. Aggregating the 

results from multiple vessels allows for mapping 

the energy consumption of the corridor network 

and determining energy consumption at different 

time scales. The state of the waterway, including 

water depth and current, directly impacts the 

energy demand and congestion for transportation. 

The classification of waterways determines the 

maximum vessel size that can be used. It is 

important to note that alternative fuels have a lower 

energy density compared to diesel, which may 

require larger tanks or more frequent refueling 

[11]. 

Understanding the state of the available fleet for 

transportation on the waterway network, as defined 

by PIANC and RVW [12], is crucial. Factors such 

as available air draught, maximum width, length, 

and draught, as well as bottlenecks related to width 

and depth, typically impose limitations on the 

maximum vessel class allowed on a waterway. 

Options

Figure 3 Methanol supply chain network 
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Traffic intensity and environmental conditions 

such as reduced water levels due to low discharge 

extremes can also influence the assessment 

[17,18]. It should be recognized that not all vessels 

in the fleet will be of maximum size, and smaller 

vessels will require more trips to transport the same 

cargo volume compared to larger ships. Older 

vessels might have outdated engines that perform 

less efficiently in terms of emissions. Additionally, 

evaluating the availability of alternative modes of 

transportation, such as road, rail, and pipelines, is 

important. If these alternatives can accommodate a 

significant shift in transportation, it will increase 

the pressure on the inland shipping sector to adopt 

or transition to other energy solutions [12]. 

4. MATCHING SUPPLY AND DEMAND 

The bunkering terminal plays a crucial role as a 

key node within the inland shipping fuel SCN. 

These terminals are strategically located along 

inland waterways to facilitate efficient distribution 

of fuel. Upon receiving fuel shipments from 

suppliers, bunkering terminals store them 

temporarily before transferring them to vessels. 

Bunkering operations involve the transfer of fuel 

from storage facilities to vessels or direct supply 

from a grid (either available fuel pipelines or 

electricity). 

The upstream side of the inland shipping SCN 

focuses on the production of fuel using various 

feedstocks and production methods, as well as the 

transportation of these fuels to bunkering stations 

or transferring fuel to vessel without using 

bunkering stations. This analysis considers 

feedstock suppliers, transportation companies, and 

fuel handling procedures. It also considers 

emerging trends in fuel production, such as the use 

of renewable energy sources or the adoption of 

cleaner fuel technologies, to align with 

environmental sustainability goals. Furthermore, 

the decision-making process regarding fuel 

selection and sourcing involves assessing the 

availability and reliability of different renewable 

resources. Evaluating the scalability and long-term 

viability of these resources is crucial, as it impacts 

the stability and resilience of the bunkering 

network. Additionally, the production plants and 

suppliers capable of producing and supplying the 

desired fuel with the best feasible distribution to 

bunkering stations need to be identified. 

Collaboration with renewable energy providers, 

research institutions, and regulatory bodies can 

help identify emerging technologies and 

advancements in renewable energy production, 

ensuring the availability of sustainable fuel sources 

for bunkering operations. 

However, the capacity of these renewable 

resources is limited, necessitating careful decision-

making regarding the quantity and type of fuel to 

be used and where it should be deployed. This 

decision also affects the selection of suppliers and 

production sites, which can be categorized into on-

site and centralized facilities. Conversely, the 

downstream side addresses the efficient transfer of 

fuel from bunkering stations or other bunkering 

methods to end consumers, which are the vessels. 

This analysis involves commodity traders or 

brokers, transportation companies, storage 

facilities, bunkering operators, and vessels. It also 

considers the evolving needs and regulations in the 

shipping industry, such as the transition to low-

emission vessels or the implementation of stricter 

fuel quality standards.  

Efficient planning and coordination of the fuel 

SCN from the perspective of decision-makers at 

the bunkering station side are crucial to finding an 

acceptable trade-off between the upstream and 

downstream sides of the supply chain. This 

requires careful consideration of factors such as 

fuel production, transportation logistics, storage 

facilities, and bunkering operations to ensure the 

smooth flow of fuel from suppliers to end 

consumers. Additionally, assessing the availability 

and accessibility of bunkering locations, as well as 

the infrastructure requirements, plays a vital role in 

optimizing the bunkering network for inland 

shipping. Effective collaboration among 

stakeholders, including government bodies, 

shipping companies, fuel suppliers, and terminal 

operators, is essential to develop sustainable and 

resilient bunkering solutions.  

Figure 4 Electric battery supply chain network 
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In addition to cost considerations, the design of 

bunkering locations for inland shipping requires a 

comprehensive analysis of various factors to 

ensure an efficient and sustainable supply chain. 

This analysis includes evaluating the accessibility 

and proximity of potential bunkering sites to key 

shipping routes, as well as considering the 

infrastructure requirements for fuel storage, 

handling, and transfer operations. By integrating 

these factors, the bunkering network can be 

designed to support the seamless flow of fuels, 

promote environmental sustainability, and 

contribute to the overall growth and resilience of 

the inland shipping industry. 

When determining the bunkering transfer 

method to be used, a combination of factors comes 

into play. These factors include the location of 

bunkering sites, which define the availability of 

infrastructure and the rules and regulations specific 

to each fuel and bunkering procedure. The amount 

of fuel to be bunkered and the operating costs of 

the vessel being fueled are also crucial 

considerations. Additionally, time and capacity 

considerations are important in determining the 

desired service level, aiming to minimize unmet 

demand, bunkering time, waiting time at the 

station, and traveling time. Factors such as traffic 

on waterways and demand congestion need to be 

carefully considered to optimize the bunkering 

process. 

The bunkering type selected significantly 

impacts the required infrastructure. Ship-to-ship 

bunkering, for instance, is a flexible solution 

suitable for a wide range of fuel volumes, but only 

for liquid fuels. In this case, storage or production 

sites should be located within a certain distance of 

the port to support the bunkering barge. Ship-to-

ship bunkering can take place at various locations, 

including along the quayside, at anchor, or at sea. 

Compared to other bunkering methods, ship-to-

ship bunkering offers greater flexibility in terms of 

capacity and bunkering location. 

Truck-to-ship bunkering, on the other hand, has 

capacity limitations due to the truck's capacity. 

However, it offers the lowest investment costs, 

making it suitable for short-term phases or smaller 

fuel volumes. For truck-to-ship bunkering, the 

location of the truck (either at a station or along the 

river) should be carefully determined, taking into 

account the availability of safe mooring places for 

vessels. Fixed bunkering stations enable bunkering 

volumes of any size and support multi-fuel 

bunkering, where a bunker vessel can carry 

multiple fuels or grades to serve several vessels. 

These fixed stations can be located specifically for 

bunkering purposes or serve other functions as 

well. They may incorporate storage facilities for 

handling swappable containers or charging 

facilities for electric vessels. Other components 

related to bunkering operations, such as cranes for 

container swapping, compressors, fuel quality 

testing facilities, and fuel blending facilities, may 

also be present. Fixed bunkering stations should be 

constructed to accommodate multiple fuels since 

other bunkering types are limited to supporting 

only one type of fuel.  

In addition to carefully considering the 

selection of bunkering methods, various costs need 

to be calculated, including equipment, 

construction, distribution, installation, land, legal, 

and bunkering maintenance, and operations 

expenses. By integrating cost considerations, 

environmental sustainability, technological 

advancements, and regulatory compliance, the 

design of bunkering locations for inland shipping 

can contribute to establishing a robust and future-

proof fuel SCN. This enables the seamless flow of 

fuels, supports the transition towards cleaner 
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energy sources, and fosters the overall growth and 

sustainability of the inland shipping industry. 

Furthermore, it is important to assess whether the 

entire corridor has the necessary infrastructure and 

fleet capabilities to support vessels using the same 

type of fuel at the corridor's origin. These factors, 

including waterway infrastructure and fleet 

characteristics, influence the demand and 

feasibility of different bunkering types and 

distribution methods. 

In designing bunkering locations for inland 

shipping, the distribution between components of 

the upstream side (resources, production plants, 

storages) and bunkering stations should be 

carefully considered based on the feasibility of 

different distribution types for fuels. Distribution 

options include truck, trailer, gas trailer, container 

trailer (utilizing road infrastructure and currently 

suitable for liquid, gas fuels), pipeline (suitable for 

gas and liquid fuels), train (using rail infrastructure 

and currently suitable for liquid fuels), container 

trailer (use road infrastructure and currently is 

suitable for fuels in the form of gas and electricity) 

and barges (utilizing waterway infrastructure and 

suitable for liquid fuels). Assessing the 

accessibility of distribution infrastructure in 

relation to waterway infrastructure and its 

feasibility for the desired fuels is crucial. 

Distributing fuels by road can be employed for 

both centralized and on-site production with 

limited capacity. After distributing the fuels, 

bunkering can be done either by truck-to-ship 

transfer or by storing the fuels in fixed stations. 

Container trailers are suitable for distributing gas 

fuels and battery electricity, which need to be 

transferred to stations. These stations should have 

storage facilities to handle the containers. Another 

distribution option is by train, which is suitable for 

liquid fuels. If the rail infrastructure is not located 

near waterways, an additional distribution method, 

such as trucking the fuel to ports, needs to be 

considered. The third distribution type, which is 

pipeline, is more suitable for on-site production, 

reducing the huge costs of needed infrastructure. 

After distribution, the fuel can be stored in fixed 

stations, and bunkering can be done through 

pipelines. Another distribution option is by barges, 

suitable for liquid fuels. It allows for shipping fuels 

from both on-site and centralized production. After 

distribution, bunkering can be conducted either by 

ship-to-ship transfer or by storing the fuel at fixed 

stations. Fixed bunkering stations offer another 

option, where vessels can moor at jetties or 

pontoons, and storage facilities can be incorporated 

within the station. The capacity of these stations 

may vary depending on the demand. Additionally, 

swapping containers is another distribution option 

worth considering. This method offers lower 

delivered costs, eliminates the need for expensive 

land-based infrastructure, reduces bunker time, and 

allows for charging facilities to be co-located with 

loading operations. This can be achieved by 

utilizing cranes and similar port infrastructure, or 

the containers can be transported to separate 

charging facilities [12]. So, the selection of the 

most appropriate distribution method depends on 

factors such as fuel type, infrastructure availability, 

cost considerations, and the specific requirements 

of the bunkering operation.  

Cargo owners often prioritize cost over greener 

transport options if cheaper conventional 

alternatives are available. However, higher costs 

that affect the entire industry can potentially be 

passed on to customers, leading to a shift in price 

willingness for greener transport [10]. Bunker 

prices significantly impact ship owners, operators, 

and charterers, and high bunker prices incentivize 

the adoption of alternative energy sources in the 

shipping industry. Fuel prices for shipping are 

influenced not only by production costs but also 

distribution costs and sellers. Additionally, bunker 

prices depend on the availability of the product in 

the market. Quay operators generally prefer to 

avoid occupying their premises with vessels that 

require truck-based bunkering. This is due to 

limited space availability for loading/unloading 

activities and environmental permit restrictions. As 

the market demand increases, ship-to-ship transfers 

become more attractive for vessels with a fuel 

demand of 200 metric tons or more (equivalent to 

more than four tank trucks). Compliance with 

regulations governing fuel quality, safety, and 

environmental standards is a vital aspect of the 

bunkering supply chain. Fuel suppliers, bunkering 

terminals, and transportation entities must adhere 

to relevant regulations to ensure safe and 

sustainable bunkering operations. Emphasis on 

compliance with emission regulations and the use 

of low-emission or alternative fuels is increasingly 

important to promote environmental sustainability.  

The objective of the inland shipping supply 

chain analysis is to compare multiple scenarios and 

address the following key questions: 

1. What can evaluate the essential changes or 

expansions needed in the current bunkering 

infrastructure to facilitate a seamless shift 

from traditional fuels to alternative fuels? 

2. How can it be determined whether there is 

a need for new bunkering locations or if 

optimizing existing facilities is sufficient? 

3. What are the key determinants influencing 

the bunkering supply chain network 

components in order to achieve zero 

emissions and how can they influence? 
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4. How can a bunkering network effectively 

incorporate multiple alternative fuels, and 

what would be the logistical and 

operational considerations in managing 

such a mixed fuel within the network? 

5. How do waterway and fleet properties, 

including fleet composition, water depth, 

route traffic, waiting times, and bunkering 

procedures, influence the design and 

optimization of a sustainable bunkering 

network for inland shipping? 

6. Which bunkering types are currently 

suitable and feasible, and how will their 

suitability evolve over time? 

By examining these questions and conducting a 

comprehensive supply chain analysis, we aim to 

provide valuable insights into the design and 

optimization of bunkering locations for inland 

shipping. 

5. CHALLENGES 

Designing bunkering locations for inland 

shipping involves several challenges. Construction 

costs, facility location planning, and relocation 

projects require long-term investments. To ensure 

profitability, decision-makers should prioritize 

long-term facilities designed to remain operational 

for extended periods. It is crucial to select locations 

with sufficient capacity to accommodate not only 

the current demand for alternative fuels but also the 

future transition towards achieving net-zero 

emissions. Therefore, assessing the demand 

location and its congestion level is critical in 

estimating the required supply volume to prevent 

shortages within the network. Major waterways, 

such as core ports and main corridors, are expected 

to experience higher demand and may necessitate 

additional resources compared to other areas. 

Consequently, the network should aim to maintain 

the capacity of new facilities while meeting all 

demands. For the primary steps towards zero-

emission, instead of constructing new plants near 

resource sites, investing in distribution is often 

more economically viable. 

Additionally, reliability is a vital aspect to 

consider in the bunkering supply chain. Road 

congestion, weather conditions, and maintenance 

can significantly increase travel time for road 

transport. Rail transport generally operates on fixed 

schedules but can experience delays due to train 

failures or track repairs. River transport may face 

obstacles during the dry season when shallow 

sections become impassable. Addressing 

bottlenecks is crucial to improve the reliability of 

inland shipping. Road transport, favored by small 

transport companies, can be more competitive due 

to fuel subsidies and the preference for smaller 

trucks. Rail transport tends to have more cost but 

allows larger volumes per shipment, while river 

transport is generally the most cost-effective option 

for carrying significant cargo volumes. 

Moreover, for swappable containers, the 

duration for which containers should remain on-

site at fixed bunkering stations is an important 

consideration as their storage capacity in stations 

can change over time. Additionally, considering 

the capacity of suppliers is crucial. Centralized 

supply chains offer advantages, with suppliers 

benefiting from economies of scale, large-scale 

storage facilities, and well-established logistics 

networks to efficiently serve high-demand areas. 

However, transportation costs for centralized 

suppliers can increase due to longer distances and 

lead times to reach bunkering stations. On the other 

hand, on-site production may face challenges in 

scaling up production and meeting increased 

demands if existing infrastructure has limited 

capacity. The choice between on-site and 

centralized production depends on factors such as 

operational scale, geographic distribution, cost 

considerations, infrastructure availability, and 

responsiveness requirements. A combination of 

both approaches can be adopted to optimize the 

bunkering supply chain. Finding the right balance 

between centralized and on-site production, along 

with considering distribution factors such as lead 

time, transportation feasibility, and investment 

costs, is crucial for optimizing the bunkering 

supply chain and ensuring efficient fuel delivery to 

meet the demands of inland shipping. 

6. DISCUSSION AND CONCLUSION 

The following discussion focuses on key 

aspects related to the design of bunkering 

infrastructure for inland shipping. One crucial 

consideration is the exploration of alternative 

storage options derived from natural resources, 

particularly temporal or unconventional options. 

For example, utilizing salt caverns as storage 

facilities for gases like hydrogen offers a secure 

and efficient means of storing alternative fuels. 

This approach reduces costs and expedites the 

implementation of alternative fuels for inland 

shipping. Additionally, modifying or extending 

existing infrastructure can facilitate the integration 

of alternative fuels into the current system, 

minimizing the need for significant investments in 

new facilities, albeit at the expense of functionality 

for other fuels. 

The distribution of bunkering locations should 

be guided by vessel traffic density to ensure that 

high-traffic areas receive adequate service without 

overinvesting in low-traffic regions. Implementing 

these design considerations involves establishing 
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fuel production capacities, adhering to specific 

policies and regulations, and accounting for 

uncertainties and resilience within the supply chain 

network. It is crucial to consider fuel diversity to 

accommodate the varying needs of inland vessels, 

as different vessels may require different fuel 

types. Therefore, a range of fuels, including 

traditional and alternative options, should be 

available at bunkering locations. 

Uncertainties within the supply chain network 

present challenges for bunkering infrastructure 

design. Fluctuating fuel prices, changes in demand, 

and potential disruptions in the supply chain must 

be taken into account. Building resiliency into the 

network, such as incorporating redundant storage 

capacities or diversifying fuel sources, helps 

mitigate the impact of uncertainties and ensures a 

reliable and continuous fuel supply. It is worth 

noting that prioritizing factors in the supply chain 

network is crucial due to the time and cost 

involved. 

The first step involved projecting demand to 

determine if the existing infrastructure described in 

the literature could meet current and future needs, 

and whether there were any fluctuations in 

demand. This assessment considered not only the 

quantity of demand but also the specific 

requirements for alternative fuels. Additionally, 

demand can vary daily and weekly, as well as 

across different corridors within a day. Such 

variability can also impact the supply side. In their 

research, Momenitabar [19] utilized machine 

learning methods, including Random Forest, 

Extreme Gradient Boosting Method, and Ensemble 

learning algorithms, to project bioethanol demand. 

In 2022, Kazi and Eljack [20] employed an RNN-

LSTM prediction model to identify future 

hydrogen demand from the maritime sector. To 

forecast demand, various approaches such as time 

series analysis and machine learning algorithms 

can be applied based on historical data patterns. 

Among the available methodologies, utilizing 

real-time data in an agent-based simulation proves 

to be a more reliable approach. This simulation 

method focuses on the development, capacity, and 

interactions within the waterway system. By 

employing agent-based simulation, it becomes 

possible to examine interactions between social 

systems, stakeholders, and the natural 

environment. This approach is particularly useful 

for identifying key stakeholders, such as vessel 

operators, port authorities, fuel providers, and 

regulatory bodies. Agents represent different 

vessel types, routes, schedules, fuel requirements, 

and decision criteria for selecting bunkering 

locations. The multi-agent simulation simulates 

vessel movements, routes, and stops for bunkering, 

while capturing data on fuel consumption, 

emissions, and operational costs for various vessel 

scenarios. Additionally, a framework should be 

designed to identify the trade-offs between 

dynamically changing scenarios. This Digital Twin 

could provide detailed information regarding 

waterway conditions, traffic patterns, vessel types, 

and sizes. To identify potential locations for 

bunkering infrastructure within the digital twin of 

the network, it is necessary to conduct an 

assessment using the results obtained from the 

multi-agent simulation. In addressing the questions 

about alternative fuels outlined in section 4, it is 

crucial to acknowledge that numerous factors 

influence decision-making regarding them. 

However, at this stage, determining which factors 

are superior remains uncertain. To gain a better 

understanding of these influential factors and to 

identify the trade-offs among them, the techniques 

mentioned earlier can be instrumental. These 

methods enable decision-makers to explore design 

scenarios, simulate the behavior of the supply 

chain, evaluate feasibility, identify bottlenecks, 

and optimize configurations. By leveraging these 

techniques, a resilient and efficient bunkering 

infrastructure can be achieved. 

In conclusion, this paper explores the 

challenges and complexities associated with 

developing the supply chain network of bunkering 

infrastructure for alternative fuels in inland 

shipping, focusing on three different fuel forms: 

liquid, gaseous, and electricity. By analyzing the 

upstream and downstream components of the 

supply chain, this study establishes a 

comprehensive understanding of the 

interdependencies and considerations for 

infrastructure planning, including influential 

factors. 
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